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Abstracts. Beijing, the capital of China, is suffering from great pollution by
PM2.5. In order to give suggestions to solve this problem, several studies have been
conducted to explore the internal relationship between PM2.5 and other pollutants,
showing different results. This paper compared different kinds of mainstream
statistical methods and gave the convincing influence factors based on the AQI
index and six indicators of Beijing in 2021. Firstly, the preparation work was done
by detecting the possible problems with the data itself, constructing training set
and testing set. Secondly, this study generalized models with explained variable
PM2.5 and explaining variables PM10, SO2, CO, NO2 and O3. Then, GLS, ridge
regression, LASSO regression, PCA and RF are done, which are all calculated
with test MSE to show the accuracy. Finally, the conclusion is that RF is the
best among those statistical methods. All methods prove that the concentration
of carbon monoxide plays a decisive role in PM2.5 concentration, which means
reducing automobile exhaust emission may low down the PM2.5 content.
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1 Introduction

PM2.5, which refers to particles with a diameter of no more than 2.5 microns in the
ambient air, has a strong impact on the climate system through direct radiation and
indirect radiation forcing in the troposphere [13]. As the capital of China, Beijing has
suffered from serious PM2.5 pollution, which may cause economic losses [14] as well
as health hazardsc. To deal with this problem, some people tend to discover internal
relationships between PM2.5 and other pollutants, trying to find possible sources of
PM2.5 that can be controlled artificially [3].While, statistical methods to deal with those
problems are quite different, so the results are also varied, and the lack of comparations
among methods make them less convincing.

This article tries to solve the above problems by comparing the application effect -
test Mean Square error - of current mainstream statistical analysis methods on this sub-
ject. The methods being compared are GLS (Generalized Least Squares) which typifies
linear regression methods applied to time series data [16] ridge regression and LASSO
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regression which typify linear regression regularization methods [5], PCA (Principal
Component Analysis) which typifies dimension reduction model regression methods
[6], and RF(Random Forest) which typifies machine learning methods [11]. Also, this
article will present a more comprehensive results on the relationship between PM2.5
and other pollutants.

From this research, the best method with the minimum analysis error rate can be
found adopting common statisticalmethods,whichmeans the analysis of the relationship
between PM2.5 and other pollutants will become more unified. Also, the main influence
factors of PM2.5 based on the case of Beijing, 2021 can be discovered. In this way,
suggestions are being made to low down the PM2.5 content according to the results.

2 Data Collection

This report adopts the 365 days air quality data of 2021 published by China air quality
online analysis platform as the data to be analyzed. The information in a single day data
set includes the specific date, air quality level, AQI ranking for the day, PM2, PM10,
SO2, NO2, CO, and O3. All values have no missing data, so they can be applied directly.
Since the units of the six indicators (PM2.5, PM10, SO2, NO2, CO and O3) used for
analysis are the same, there is no need to standardize again. The data has already tested
by the kappa function, implying that there is no explicit collinearity [9]. Moreover,
heteroscedasticity is also tested by the residual diagram (Residuals versus Fitted) drawn
under ordinary least squares regression demonstrated by Fig. 1, indicating the residual
has no obvious trend and is randomly distributed on both sides of the 0division line [1],
which means heteroscedasticity is not serious enough to be considered. Additionally,
in order to judge PM2.5 for the internal consistency with the air quality rating, the
significance of the difference between the two samples was tested by one-way ANOVA
[4]. Since the analysis of variance aims to analyze the influence of qualitative variables on
quantitative variables, it is necessary to treat the qualitative variable “air quality grade”
as a dummy variable. The result shows that the air quality rating is very important for
PM2.5. Last but not least, the data is finally equally divided into two parts—the training
set and testing set. The whole analysis is done by R studio which is widely used in
statistical analysis.

3 Results and Analysis

3.1 GLS Regression

GLS not only effectively give weight to each residual when it is uncertain whether
it is heteroscedasticity, but also it is convinced that GLS model aims at the possible
endogeneity, that is, autocorrelation and other problems [15]. So, GLS is better than
OLS [8]. Now, we use GLS regression and calculate the test MSE. The output regression
model is

PM2.5 = 0.139PM10 + 0.520SO2 + 0.784NO2 + 65.336CO + 0.034O3−37.860
(1)
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Fig. 1. Residual diagram (drawn by the author)

and AIC is 1544.8 indicating an unsatisfactory fitting result. Also, 40% of the inde-
pendent variables did not pass the 0.05 significance test, so we need to find a better
model.

3.2 Ridge Regression

Ridge regression estimation is based on least square estimation, which changes the final
regression result by changing the standardized matrix of independent variable matrix X.
For the estimation formula with parameters of multiple linear regression.

β̂ = (X TX )′X TY (2)

the ridge regression processes the parameters of this part and obtains.

β̂(k) =
(
X TX + kI

)′X TY (3)

It can be seen that the size of K has a great impact on the regression results. In R, the
optimal K can be determined through CV (cross validation) (as shown in Fig. 3), which
is also an ergodic method. By using ridge regression, the model comes to.

PM2.5 = 0.175PM10−1.076SO2 + 0.462NO2 + 63.021CO − 0.021O3−23.897
(4)

Which was built by the best λ = 2.55.
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3.3 LASSO Regression

Lasso (Least absolute shrinkage and selection operator) is a kind of compression esti-
mation. It is a more refined model that is obtained by constructing a penalty function
(L1-penalized). The construction method of penalty function is:

L = ‖βX − Y‖2 + λ‖β‖1 (5)

To calculate the parameter β, we find the partial derivative of this formula, which
results in:

∂L

∂β
= X T

(
Y − X β̂

)
+ ∂(λ‖β‖1)

∂β
(6)
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In this case, the model is

PM2.5 = 0.1657PM10 + 0.376NO2 + 63.431CO − 25.151 (8)

It is worth noting that lasso has a heavier penalty on the number of variables, so the
number of independent variables retained is less than that of ridge regression. SO2 and
O3 are compressed close to 0 (< 0.0000001).

3.4 PCA

Firstly, fa.parallel () function is used to do simple principal component analysis. This
function can automatically find the appropriate number of principal components and
output the eigenvalues of principal components. This method is a parallel test method,
that is, generating a matrix of a group of random data. These matrices have the same
number of variables and subjects as the real case data matrix. The average eigenvalue
of this group of random data matrix is calculated. By comparing the gravel diagram
of eigenvalues in the real data and the curve of the average eigenvalue of this group
of random matrix, the intersection of the two characteristic curves can be found. If the
eigenvalue of real data is lower than that of random data, there will be no retained value.
As can be seen fromFig. 2, the first and second principal components have great retention
value, and the third principal component is located at the boundary and is temporarily
retained for further exploration.

Secondly, we initially do not specify the number of principal components. At this
time, all principal components are output which can be noticed in Fig. 3. By observing
the cumulative contribution rate of principal components, it is found that the cumulative
contribution rate of variance of the first three principal components is 83.82%, and the
corresponding eigenvalues of the first three principal components are basically greater
than 1. The cumulative contribution rate of variance of the first two principal compo-
nents is less than 65%, which indicates that they cannot well retain the original variable
information, so the first three principal components should be taken. To support our
choice, a scree plot is drawn in Fig. 4.
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Fig. 2. Parallel analysis scree plots (drawn by the author)

Fig. 3. Principal components result (drawn by the author)

Fig. 4. Scree plot (drawn by the author)

Next, visualize the load of principal component analysis and draw the scatter diagram
(as shown in Fig. 5) with 1, 2, 3 and 4 loads. It can be observed that PM10 has a large load
on the third principal component, CO has a large load on the first principal component,
NO2 has a large load on the first principal component, O3 has a large load on the second
principal component, and SO2 has a larger load on the second component compared to
the first component, but none of them are big enough to allow SO2 to be involved. The
principal component score is shown in Fig. 6. It can be seen that the difference between
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Fig. 5. Scatter diagram (drawn by the author)

Fig. 6. Principal component score plots (drawn by the author)

the groups is significantly greater and the difference within the group is smaller after the
dimensionality reduction of the first and second principal components.

Finally, the original five prediction variables are changed into three principal com-
ponents after dimensionality reduction, and the principal components are used for
regression. The model is.

PM2.5 = 16.548Comp1 + 8.306Comp2 + 14.965Comp3 + 37.478 (9)

which indicates that Comp1 refers to CO and NO2, Comp2 refers to O3, Comp3 refers
to PM10, and all variables are significant.

Consequently, the first principal component is ‘automobile exhaust’ [7], the second
principal component is ‘urban light pollution’ [2], and the third principal component is
‘dust pollution’ [10].
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Fig. 7. Number decision diagram of tree (drawn by the author)

3.5 RF

In machine learning, RF (Random Forest) is a classifier containing multiple decision
trees, and its output category is determined by the mode of the category output by
individual trees. Thismethod combines the ideas of ‘bootstrap aggregating’ and ‘random
subspace method’ to build a set of decision trees.

Firstly, it is well-known that the number of trees in the random forest is not the
more the better because too many trees will cause over fitting problems. Therefore, it is
very important to select the optimal number of trees. The judgment standard is that the
minimum number of trees with basically stable error is the optimal number of trees.

Secondly, it is also very important to judge the optimal number of segmentation
points. Here we select three commonly used mtry values and compare the mtry value
with the smallest MSE.As shown in Fig. 7, the optimal mtry is m = √

P (P = 5, m ≈ 2),
which is basically stable when the number of trees is greater than 350, so nTree = 350.

Finally, randomforest package is used with mtry = 2 and nTree = 350. Importance
function is applied to explore the importance of variables and observe the % IncMse
of each prediction variable. The result is demonstrated in Fig. 8, showing the variables
with greater importance are PM10 and CO.

3.6 Results

After comparing the test errors of each model (The comparing information can be seen
in Table 1), it is judged that the random forest model is the optimal model, and the model
judges the impact of CO and PM10 on PM2.5 concentration has a great influence.

Additionally, several models have proved that the concentration of carbon monoxide
plays a decisive role in PM2.5 concentration (The comparing information can be seen
in Table 2). Also, through principal component analysis, it can be found that the first
principal component is carbon monoxide and nitrogen dioxide.

In addition, urban light pollution (O3) and dust pollution (PM10) also affect PM2.5
content to some extent. However, it is worth noting that sulfur dioxide concentration is
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Fig. 8. Variables importance assessment plots (drawn by the author)

Table 1. Illustration of test MSE of different methods

Test MSE of each method

GLS 313.786

Ridge regression 2080.596

LASSO regression 2016.848

PCA 2033.5

RF 157.5329

Table 2. Illustration of decisive factors of PM2.5 in each model

Decisive factors of PM2.5 in each model

GLS CO

Ridge regression CO

LASSO regression CO

PCA CO, NO2

RF CO, PM10

negatively correlated with PM2.5 in some models, which means that industrial pollution
and automobile exhaust pollution have a negative correlation as the two main factors of
urban pollution.



Analysis of PM2.5 Influencing Factors Based on Various Statistical Methods 203

4 Conclusion

Firstly, through this survey of relationships between PM2.5 and other crucial pollutants
using a variety of statistical analysis methods, the best method ‘random forest model’ is
discovered by comparing to test errors of other different methods. By applying ANOVA
and several factors to convincing the data, it can be proved that PM2.5 can reflect air
quality.

Secondly, the results indicate that CO and PM10 play essential roles in PM2.5 con-
tent, especially the CO, which is consistent with the scientific common sense that PM2.5
is inhalable particulate matter. It can also be found that the PCA shows the most deci-
sive influencing factors are carbon monoxide and nitrogen dioxide, which are related
to automobile exhaust emission. Therefore, controlling automobile exhaust emission is
very important for controlling PM2.5 content, and this conclusion is practical for govern-
ments taking actions to deal with the troublesome problem. Also, it is more persuasive
because the comparation between various mainstream statistical methods.

Furthermore, this article only discusses the influence factors of PM2.5 among other
commonly tested pollutant from public datasets, the relationship between PM2.5 and
other pollutants must not be restricted in them and more influence factors are being
found in the future.

To predict the future research trend of this problem, it will be concentrated on find-
ing the one or more reasons for PM2.5 formation in essence, and more environmental
analysis will be taken instead of indirect statistical analysis.
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