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Abstract. Industrial added value is an important indicator to measure the perfor-
mance of the real economy. Scientifically predicting industrial added value helps
the government to understand the economic situation in a timely and accurateman-
ner, and to formulate practical and reliable economic policies. Existing research
shows that the industrial value-added data from the Department of Industry and
Information is related to the macroeconomic data within the government and the
power big data within the State Grid, and the three parties are independent of
each other, data is heterogeneous, and there is a “data island” problem. There-
fore, this paper takes Liaoning Province as an example, under the framework of
federated learning, using Long Short-Term Memory (LSTM) network to predict
the industrial added value data of Liaoning Province. The results show that the
method proposed in this study can effectively protect the privacy security between
institutions, fully integrate and utilize the data value of each institution, and can
more accurately predict the industrial added value.
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1 Introduction

The industrial added value is the final result of the industrial production activities of the
industrial enterprises in the form of currency during the reporting period, reflecting the
newly created value in the production process of the enterprises, an important indicator
for monitoring the operation of the macro economy, and an important basis for imple-
menting macro-control. Therefore, the prediction of industrial added value has become
a very important subject. Timely and accurate prediction of industrial added value is the
basis for the country to formulate reliable economic policies, and has important practical
significance for individual enterprises to grasp the economic situation and understand
the level of social development more quickly.

Domestic and foreign scholars have carried out a small amount of research on the
prediction of industrial added value. Existing literature shows that the industrial added
value data from the Department of Industry and Information is related to the macroe-
conomic data within the government and the power big data within the State Grid. For
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example, the industrial climate index is used to predict the industrial added value [6],
the credit spread index of state-owned enterprises is constructed to predict the industrial
added value [5, 9], and the industrial added value is predicted based on the consumer
price index, value-added tax, etc. and electricity purchase data of different industries
[2–4]. However, due to the independence of the Ministry of Industry and Information
Technology, the government, and the State Grid, the data of the three parties is het-
erogeneous, contains a large amount of private information, and cannot be shared, thus
forming a data island, resulting in a large amount of valuable data cannot be effectively
mined and utilized. Therefore, a new method is urgently needed to fully integrate and
utilize the data in each isolated island to assist the prediction of industrial added value
under the premise of protecting data privacy.

In recent years, with the rapid development of artificial intelligence, federated learn-
ing has emerged as the times require. It is different from centralizing all data to a central
server for modeling in the past. On the premise of protecting data privacy and security,
parameters are uploaded by each data owner and aggregated by the central server, thereby
realizing local training and global optimization of the model. Therefore, this paper takes
the historical data of industrial added value in Liaoning Province as an example. Under
the framework of federated learning, the long short-term memory network (LSTM)
model is used to mine the macroeconomic data within the Liaoning Provincial People’s
Government and State Grid-Liaoning Electric Power Co., Ltd.’s monthly power data for
different industries, and then forecast industrial added value. The results show that the
method proposed in this study can effectively solve the data island problem formed by
the protection of data privacy among the three parties, realize the effective mining and
full utilization of the data of different institutions, and can more accurately predict the
industrial added value.

The rest of the paper is structured as follows: Sect. 2 presents a long-short-term
memory network-based industrial value-added prediction method under the federated
learning framework. Section 3 conducts experimental tests, and the results show that the
prediction method proposed in this paper performs well. Section 4 summarizes the main
conclusions and future research prospects.

2 Model and Research Framework

2.1 LSTM Model

The long short-term memory network (LSTM) model is a special recurrent neural net-
work (RNN) proposed by Hochreiter and Schmidhuber (1997), which can effectively
solve the problems of gradient disappearance and gradient explosion in the long sequence
training process of RNN. The structure diagram of its basic unit is shown in Fig. 1. There
are three different gated structures, including forget gate, input gate and output gate.

(1) Forget gate. The forget gate in LSTM determines how much of the unit state
at the previous moment needs to be retained to the current moment, as shown by ➀ in
Fig. 1. The calculation formula is as follows:

ft = σ(Wf ∗ [ht−1,Xt] + bf ) (1)
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Fig. 1. LSTM basic unit structure diagram.

where ht−1 is the output of the hidden layer at the previous moment, Xt is the input at
the current moment, Wf is the [ht−1,Xt] weight matrix to be mapped to the forget gate,
bf is the bias vector, σ is the neural network layer whose activation function is sigmoid,
and its output value is 0–1 which determines how much state information is retained.

(2) Input gate. The input gate in LSTM determines how much of the input data of
the network needs to be saved to the unit state at the current moment, as shown by ➁ in
Fig. 1, the calculation formula is as follows:

it = σ(Wi ∗ [ht−1,Xt] + bi) (2)

C̃t = tanh(Wc ∗ [ht−1,Xt] + bc) (3)

Ct = ft ∗ Ct−1 + it ∗ C̃t (4)

Where it represents howmuch of the input data of the network needs to be updated at

the current moment,
∼
Ct is the candidate unit state of the current input. Bymultiplying the

state at the previous moment Ct−1 by the forgetting factor ft, multiplying the candidate

state at the current moment
∼
Ct by it, and then adding the two product values to obtain the

current unit state Ct, thus both preserving long-term memory and removing redundancy.
(3) Output gate. The output gate in LSTM determines the information to be output

according to the unit state, as shown by ➂ in Figure 1. The calculation formula is as
follows:

ot = σ(Wo ∗ [ht−1,Xt] + bo) (5)

ht = ot ∗ tanh(Ct) (6)

Where ot represents the part of the current unit state that needs to be output, and
then the current unit state Ct is processed by the tanh layer, and the two are multiplied
to obtain the final information to be output ht.

2.2 Federated Learning Framework

In order to solve the data island problem among the three agencies of the Ministry of
Industry and Information Technology, the government, and the State Grid, this paper
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Fig. 2. Federated Learning System Architecture Diagram.

builds a horizontal federated learning system framework as shown in Fig. 2 to achieve
complete protection of private data during model training.

In the system framework of federated learning, there are three clients and one central
server. Each client uses local private data for model training, does not communicate
with each other and does not transmit data to the server. The central server is mainly
responsible for aggregating the model parameters trained by each client, updating the
model, and feeding back the latestmodel parameters to each client. The specificworkflow
is as follows:

1) TheDepartment of Industry and Information, the People’s Government and the State
Grid use their own data sets to train the prediction model, and transmit the obtained
model gradients and parameters to the intermediate server through homomorphic
encryption technology;

2) The central server aggregates the passed model parameters and model gradients
using the federated average algorithm without contacting the data of each client to
form an intermediate model;

3) The central server transmits the updated model parameters after aggregation to each
client;

4) Each client decrypts the received gradient and uses the decrypted gradient result to
update their respective model parameters.

Iterate through the above steps until the loss function of the central server converges,
thus completing the entire training process.

3 Experimental Test

In this section, we first propose the research framework of this paper, and then introduce
the corresponding methods.
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3.1 Data Sources

The data used in this article come from three institutions: the Department of Industry and
Information Technology of Liaoning Province, the People’s Government of Liaoning
Province, and the State Grid-Liaoning Electric Power Co., Ltd. All variables use the
year-on-year growth rate, and the time span is from February 2016 to September 2021.

Among them, the data of the Department of Industry and Information Technology
is the historical data of industrial added value in Liaoning Province; the government
data is macroeconomic data, including a total of 12 economic variables such as con-
sumer price index and value-added tax; State Grid’s data are monthly electricity data
for major industries, including a total of 6 economic variables such as Electricity con-
sumption in petroleum and other fuel processing industries, Electricity consumption of
non-metallic mineral products industry, Electricity consumption of chemical raw mate-
rials and chemical products manufacturing, Electricity consumption of ferrous metal
smelting and rolling industry, Electricity consumption of non-ferrous metal smelting
and rolling processing industry and the overall industrial electricity consumption in
Liaoning Province.

3.2 Data Preprocessing

3.2.1 Stationarity Test

In order to ensure the stationarity of variables, the above 19 variables are tested for sta-
tionarity. If the test result shows that the time series is non-stationary, take the difference
and test its stationarity again; if the variables are still non-stationary after differencing,
perform the difference again until all variables are stationary.

3.2.2 Data Normalization

The data used in this paper come from three independent agencies, the Department of
Industry and Information Technology, the People’s Government and the State Grid. In
this paper, themaximumandminimumnormalizationmethod is used, and the calculation
formula is as follows:

�
x = x − xmin

xmax − xmin
(7)

Where x is the original data, xmin is the minimum value of the original data, xmax is
the maximum value of the original data, and x

∧

is the normalized data.

3.2.3 Feature Screening

This paper intends to use the economic variables of the people’s government, the power
variables of the State Grid and the historical data of industrial added value from the
Ministry of Industry and Information Technology to predict the industrial added value
under the framework of federated learning. From Sect. 3.1, it can be seen that there are
many features used in this paper, the calculation is more difficult, and the model is more
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complex, so feature engineering is needed to screen out the least and best independent
variables.

Therefore, this paper adopts the Filter filtering method, that is, each feature is scored
according to the correlation, and the feature selection is performed by setting a thresh-
old or the number of thresholds to be selected. There are 9 independent variables finally
selected, The growth rate of electricity consumption in petroleum and other fuel process-
ing industries, the growth rate of electricity consumption in non-ferrous metal smelting
and rolling processing industries, the growth rate of industrial electricity consumption in
Liaoning Province, and the growth rate of industrial added value in Liaoning Province
lag by one period.

3.3 Performance Metrics and Model Parameters

In order to test the accuracy of the model prediction, this paper selects the following
indicators tomeasure the prediction effect of the predictionmodel: rootmean square error
(RMSE), coefficient of determination (R2). The calculation methods of each method are
as follows:

RMSE =
√

∑n
i=1 (yi − ŷi)2

n
(8)

R2 = 1 −
∑n

i=1 (yi − ŷi)2
∑n

i=1 (yi − y)2
(9)

Where yi represents the actual value of the forecast target, yi
∧

represents the forecast
value of the forecast target, y represents the average value of the actual value of the
forecast target, and n is the number of samples contained in the forecast set. The smaller
the RMSE value, the larger the value of R2, which means that the fitting effect of the
model is better and the prediction accuracy is higher.

In the datasets for all experiments, the training, validation, and test sets are split in
a ratio of 7:2:1. Set the batch-size to 10, the epoch of the training period to 50, and
use the BayesSearchCV optimizer to train the optimal model. The best model consists
of 7 layers, an input layer, 5 LSTM layers and 1 fully connected layer. The specific
performance is shown in Fig. 3.

3.4 Result Analysis

The evaluation index results of this paper are RMSE = 4.05, R2 = 0.66. The predicted
value of industrial added value based on LSTM under the federated learning framework
proposed in this paper is shown in Fig. 4.
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Fig. 3. Best Model Structure Diagram.

Fig. 4. Prediction result graph.
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4 Conclusions

This study proposes a new method of industrial added value prediction based on LSTM
under the framework of federated learning. Taking Liaoning Province as an example,
under the premise of protecting privacy, the data existing in the three-party island of
Liaoning Provincial Department of Industry and Information Technology, Liaoning
Provincial People’s Government, and State Grid-Liaoning Provincial Electric Power
Co., Ltd. are effectively used. The industrial added value of Liaoning Province from
October 2019 to October 2021 is predicted, and the root mean square error and deter-
mination coefficient of the model are calculated. The results show that the prediction
method under the proposed federated learning framework has RMSE = 4.05 and R2
= 0.66. This method realizes the intelligent and accurate prediction of industrial added
value and the fusion and utilization of multi-source heterogeneous data, which is of great
significance for the government to formulate economic policies and industrial enterprises
to make production decisions.

Future research work can also be expanded in the following two aspects:

(1) Indicator filtering. The experimental research in this paper uses 12 macroeconomic
variables, 6 industry power variables and historical data of industrial added value.
There may also be other factors related to industrial added value. Therefore, more
effective features should be constructed and selected in the future.

(2) Model application. This paper mainly studies the forecasting of industrial added
value. The proposed model can also be applied to other time series forecasting
problems, such as stock price, power load, etc. Therefore, testing and improving
the universality of the model is an important research direction in the future.
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