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Abstract. With the advent of the era of big data, the information society inevitably
intersects and integrates with everyone’s life. Compared with the traditional self-
statement scale for psychological measurement, big data network information
has advantages such as excellent ecological validity. In this paper, we use the
consumption data and access control data of college students in a university as
the data source and the employment situation as the target variable to identify and
predict the loneliness of college students. In the context of the current COVID-19
epidemic, which is generally in quarantine, this paper provides a realistic basis
for this study. By extracting the features from the data, we address the limitations
of the machine learning modeling approach for the autonomous identification and
prediction of loneliness symptoms and propose further development prospects.
This paper provides a practical basis for this research. By extracting features
from the data information, we propose the limitations of the machine learning
modeling approach for the autonomous identification and prediction of symptoms
of loneliness, and propose the future development of this approach.
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1 Introduction

With the rapid development of higher education in China, a large group of college stu-
dents has received more and more attention from the state and society. Especially in
recent years, the COVID-19 epidemic is still serious and most universities are closed,
which inevitably leads to an increase in the number of isolation symptoms among col-
lege students. In the past, the identification of psychological problems mostly relied on
psychological questionnaires or other self-assessment scales, but people often tended
to show misleading answers due to the social approval effect, and subjects were more
inclined to show misleading answers due to social expectation intervention, so they did
not show their true thoughts well.

Inrecent years, thanks to the rapid development of computer technology and statistics
courses and other disciplines, artificial intelligence, machine learning, deep learning
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and big data technologies are also progressing rapidly. Based on machine learning, it
indicates a good ability to solve the problem. Machine learning, an important branch
of Artificial Intelligence, optimizes the algorithm through the computer simulation of
human autonomous learning process and new data, so as to improve the accuracy of the
model prediction. It automatically analyses the original data, grasps the law, and then
uses the law to predict the unknown data methods.

With the popularization and development of Internet technology, users’ behaviors
can be stored electronically in cyberspace in real time, resulting in rich user behavior data
in natural contexts. The results of many studies have shown that users’ behavioral data
on social media have a lot of psychological implications. For example, browsing time on
social media is positively correlated with users’ willingness to socialize, and the number
of friends on social networking sites is negatively correlated with users’ shyness [4]. In
addition to online behavioral characteristics, text messages posted by users on forums or
other social platforms [5], for example, have been shown to be significantly correlated
with psychological characteristics, with effect levels above moderate [1], suggesting the
feasibility of using big data information to build computational models for identifying
psychological indicators.

In this paper, we analyze and verify the feasibility and effectiveness of the machine
algorithm based on the data sources of campus card consumption and access control
information of college students in a university [6], and use the employment situation as
a valid standard, and look forward to its future application areas and development trends.

2 Loneliness

Loneliness is acommon unpleasant experience that arises from a lack of important social
relationships or dissatisfaction with current social relationships. Surveys show that lone-
liness has increased significantly over the past 20 years, with the rate of increase being
more pronounced in the college population. [3] found that among 991 respondents, 146
(14.7%) felt lonely frequently, 686 (69.2%) felt lonely occasionally, and the percentage
of students who felt lonely frequently or occasionally was as high as 83.9%. [2] used
the same questionnaire to survey 705 college students in five universities in southwest
China, and found that the percentage of students with medium to high loneliness was
83%.

It is evident that the isolation of college students has become more serious with the
progress of the times. Especially in recent years, the COVID-19 epidemic has swept
through the world, and especially the university students, who are the target of this
study, are mostly managed in closed schools or isolated at home, which has aggravated
the problem of loneliness among university students.

3 Machine Learning

Machine Learning is a multi-disciplinary discipline, which is the core of artificial intel-
ligence. It aims to enable computers to learn by themselves, to learn from existing data
information, to obtain potential patterns, and to apply these patterns to the analysis and
prediction of unknown data.
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Fig. 1. Relationship between deep learning and machine learning (Draw by the author)

According to the depth of the model structure, there are traditional machine learning
and deep learning. The relationship between deep learning and machine learning is
shown in Fig. 1.

Commonly used machine learning algorithms include decision trees, support vec-
tor machines, K-nearest neighbors, logistic regression, multilayer perceptron, random
forests, and K-means. For example, the number of friends on social networking sites is
negatively correlated with the shyness of users [4]. Text messages posted by users on
social media [5] were found to be significantly associated with psychological traits with
above moderate effect sizes [1].

4 Modelling Process

The process of machine learning modeling includes Data Collection, Feature Extraction,
Feature Selection, Modeling, Validation, and Output.

4.1 Data Sources

This study takes a university as an example [6] and collects 25 types of data infor-
mation, including basic student information, graduate job search information, campus
card consumption information, and library access information, from a total of 17,828
undergraduate students in the classes of 2011 to 2014. The research idea is to use the
inverse method to identify the lonely group by ranking the non-lonely group. The data
features are used to indicate that the same cafeteria swipe time is close and more often,
and the library access swipe time is close and more often. Close swipe time was defined
as within 5 min.

4.2 Data Processing

First, three months of consumption records were selected as sample data. The structure
of the consumption relationship details table is shown in Fig. 2 [6], M represents the
month, X1 represents the student, T1 represents the consumption swipe time of X1, X2
represents all students within 5 min of the consumption time with X1, and T2 represents
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M X1 X2 T1 T2
201404 201 0018 2013 002 2014/4/2411:04 2014/4/2411:.04
201404  20: 018 201 06 2014/4/2411:.04 2014/4/24 11.04
201404 201 018  201¢ 48 2014/4/2411.04 2014/4/24 11.05
201404 201 )18 201 )7 2014/4/2411:04 2014/4/24 11:.05
201404 201 018 201 22 2014/4/2411.04 2014/4/24 11:.05
201404  20: )018 201 12 2014/4/2411:04 2014/4/24 11.05
201404  20: 018 201 116 2014/4/2411:04 2014/4/24 11:05
201404 201 018 201 117  2014/4/2411:04 2014/4/24 11:.05
201404  20: J018 201 109 2014/4/2411:04 2014/4/24 11:05
201404 20! 018 201 115 2014/4/24 11:04  2014/4/24 11:05
201404 20 018 20C 112 2014/4/2411:04 2014/4/24 11:.05
201404 20 2018 201 104 2014/4/2411:04 2014/4/24 11:05
201404 20 2018 201 117 2014/4/2411:04 2014/4/24 11:.05
201404 20 2018 201 115 2014/4/2411:04 2014/4/24 11:.05
201404  20: 018 201 108 2014/4/2411:04 2014/4/24 11:.05
201404  20: 018 201 117 2014/4/2411:04 2014/4/24 11:05
201404 20 J018 201 )53  2014/4/2411.04 2014/4/24 11.05
201404 20 2018 20( )27 2014/4/2411.04 2014/4/24 11.05
201404 20 0018 201 20  2014/4/2411:04 2014/4/24 11:05
201404 20 0018 201 29 2014/4/2411.04 2014/4/24 11:.05
201404 20 0018 201 44 2014/4/2411.04 2014/4/24 11.05
201404 20 0018 201 67 2014/4/2411.04 2014/4/24 11.05
201404 2 0018 20 J24  2014/4/24 11:04 2014/4/24 11:05
201404 2 10018 20 019 2014/4/2411:04 2014/4/24 11:.05
201404  2C 0018 20! )26 2014/4/2411.04 2014/4/24 11.05
201404 20 018 20 J55 2014/4/2411:04 2014/4/24 11:.05
201404  20: 018 20 026 2014/4/2411:04 2014/4/24 11:.05

Fig. 2. Screenshot of the consumption relationship breakdown

X1 X2 rl
207 20018 207 1002 213
20. 2005 20 017 190
201 014 20 015 181
201 032 20 268 166
201 015 20 071 151
201 1001 20 243 158
201 042 | 20 225 152
20: )014 20 236 150
20 J016  20: )58 150
20: 2029 | 20: 246 149
20: J034 20 28 149
20 2002 20 204 143
20 0069 20 )31 143
20 0082 | 20 209 143
2C 0036 20 277 143
2C 0042 20 26 141
20 0025 20 015 137
20 0043 20 )06 136
20. 2039  20: )67 122
20: )057 | 20: )55 121
20. 0038 20 )05 113

Fig. 3. Screenshot of canteen consumption friend circle relationship

the consumption swipe time of another student and within 5 min of T2. Based on this
table, we count the number of encounters between two students and the total number of
consumptions in the cafeteria, and then take the encounter relationship details of each
cafeteria with the number of encounters greater than 10 to get the total consumptions
table, and then sum up by X1 and X2 groups to form the friend circle relationship of
cafeteria consumptions, as shown in Fig. 3 [6]. Based on this method, we can also get
the friend circle relationship of the library.
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Fig. 4. Screenshot of the method for finding a lonely student

4.3 Data Analysis

By randomly selecting several sets of data, all were verified to be true friendships.

Returning to this project, using 17828 all undergraduate students as the sample data,
there are 20585 people who have a friend relationship form for cafeteria consumption
and 43,840 people who have a friend relationship form for the library (both figures
here are larger than the sample data because, according to the data processing principle
mentioned earlier, all undergraduate students as X1, X2 can be the whole university
students and faculty within the range of the swipe time). There are 15,312 people who
get more friends by taking the intersection between the cafeteria consumption friends
relationship and the library’s friends circle relationship, and there are 1932 people who
are neither in the cafeteria consumption friends relationship table nor in the library’s
friends circle relationship table. The details are shown in Fig. 4 [6].

By analyzing the distribution profile of the 1932 students suspected of being lonely,
the non-employmentrate was 5.95%. Among them, the data of 1194 students suspected of
loneliness in 2011 class had system errors and needed to be deleted, leaving 738 students,
76 of whom were not employed, with an unemployment rate of 10.30%. In contrast, only
608 of the 15,312 students with more friendships were not successfully employed, with
an unemployment rate of 3.97%. It can be concluded that the unemployment rate of
students with fewer friendships is higher than that of students with more friendships.

4.4 Data Validation

The above conclusions can be drawn through canteen consumption friendships and
library friendships. Through the sample data i.e. 17,828 students from 2011 to 2014
class, 1127 were not employed. The success of employment was considered as the target
variable and 25 indicators (gender, ethnicity, faculty, per capita family income, number
of scholarships, number of campus card consumption, number of library access, etc.)
were used as independent variables to identify the factors affecting employment using a
decision tree model.

Decision trees are a common non-parametric supervised learning method used in
machine learning for classification and regression. The goal is to create a model that
derives simple decision rules from the data to predict the value of the target variable.
Decision trees are easy to illustrate and understand. Decision Tree Classifier from the
python algorithm library is used. Before calling the algorithm, the train test split division
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Fig. 5. Accuracy of training set and accuracy of test set at different depths

function is used to randomly divide the data into a training set and a test set. The training
set is used to construct the decision tree and the test set is used to calculate the error
rate and analyze the effect of the trained decision tree model. The decision tree model is
required to find the appropriate max_depth. The prediction of each value is calculated
and plotted, and the obtained results are shown in Fig. 5. Note: This figure is drawn with
reference to the data of Fig. 5 in the literature [6].

4.5 Research Discussion

The purpose of this research project is to identify the list of lonely people through big data
and help the university to provide psychological and employment support to students
on as large a scale as possible for college leaders to make decisions and make positive
interventions.

5 Strengths and Losses

5.1 Strengths

Psychological modeling based on big data information has unique advantages over paper-
and-pencil measurement methods. Self-reported responses may be subject to social
approval effects, and subjects may give misleading responses. In contrast, modeling
with big data analysis allows for non-intrusive measurement of subjects and is therefore
more ecologically valid.

Psychological modeling is performed by computer for uniform feature extraction,
and the computational process is highly consistent. The large time span of traceability
allows for cross-sectional or follow-up studies.
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5.2 Losses

Although psychological recognition modeling based on big data information is feasible,
it still has shortcomings. The scenario of the new method is dominated by school students,
which may bring about group bias; again, there is also the problem of limited accuracy at
present. Most of the recognition models still use the self-assessment scale scores as the
validity standard (Kosinski, 2015). The accuracy of the self-assessment results affects
the goodness of the model. Finally, the recognition accuracy of mental models still needs
to be improved.

6 Conclusion and Outlook

Machine learning can predict the tendency of college students to feel loneliness based
on the information collected from big data. The performance of the data platform in
major universities, where college students are the main group, is expected. The two-way
combination of machine learning to filter and extract the big data information and then
to make a diagnosis with the help of clinicians is more suitable for practical application
scenarios. In future research, the optimization of loneliness prediction models should
be focused. User input information collected by smartphones and physiological data
collected by wearable devices may be important additions to the prediction model;
exploring EEG data from the perspective of brain science is beneficial to further reveal
the brain neural mechanism behind their behaviors. It provides effective reference for
further clinical interventions and contributes methodological solutions to smart medical
care in China.
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