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Abstract. In order to help Sunshine develop the sales plan based on the data, we
first preprocess the data to prepare for the subsequent qualitative analysis of the
model. Then it analyzes the relationship between the review and the reference val-
ues of other variables, and then further uses the multi-layer structure in the neural
network, uses Star_ratings as the main variable, and calculates the relationship
between some parameters and can be used as measures. Then select a hierarchi-
cal cluster to process the relevant data. With the help of Euclidean distance and
Euclidean matrix, the most suitable variable is found, which can be used to track
the similarity between different variables. Finally, a special model that uses time
as an independent variable is created, and rating is used as a direct indicator of
product reputation.
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1 Introduction

Network sales are to sell products through the Internet, in essence is to use the Internet
as a tool for sales. Like many new disciplines, “network marketing” also does not have a
recognized and perfect definition [1]. In a broad sense, all marketing activities that take
network marketing as the main means to achieve certain marketing goals can be called
network marketing, that is to say, network marketing runs through the whole process
of enterprises to carry out online business [2]. This article revolves around Sunshine’s
plans to launch and sell three new products in the online market: microwave ovens, baby
pacifiers and hair dryers. To help Sunshine develop a sales plan based on the data, we
first preprocess the data. The process involves removing invalid data from three products
and converting complex text audits.

2 The Mathematical Principles Behind Neural Network-Multilayer
Perceptron (MLP)

2.1 Prophase Pretreatment

The essence is a kind of feedforward neural network, which can map the input layer data
to the output layer (only one-way propagation, no feedback) [6][7].
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Fig. 1. (1) and (2) corresponding picture (original)

Compared with a single-layer perceptron, which can only process the input layer
data with a linear function, it has multiple layers. The advantage of the perceptron is
that it can use non-linear functions. This function is reflected in artificial neurons in the
hidden layer. Artificial neuronswill use non-linear excitation functions. Froma statistical
perspective, this process can also be seen as a combination of logistic regression models.

2.2 Non-linear Excitation Function Used in the Hidden Layer

(1) Sigmoid function can transform the value of an element to the interval (0, 1)

sigmoid(x) = 1

1+ e−x
(1)

(2) Tanh function, which transforms the value of an element to the interval (−1, 1)
(Fig. 1)

tanh(x) = 1− e−2x

1+ e−2x (2)

2.3 Steps and Results

(a) First, we use star_ratings and quantized reviews as dependent variables, vine, veri-
fied_purchase, helpful notes, and total notes as independent variables. We use the multi-
layer perceptron function in the SPSS neural network for analysis, where vine and ver-
ified_purchase are categorical variables, belong to factor; helpful notes and total notes
are data variables, belong to covariates [3].
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Covariate dimensions are different and need to be standardized.
(2) After setting the variables, the initial modeling begins.

The paper first sample 70%of the training samples to build the neural networkmodel,
30% of the support samples to evaluate the function of our model, and finally observe
the percentage of incorrect predictions from the results [4]. If the incorrect rate exceeds
the maximum, we need to prevent overtraining in the next steps.
(3) Finally, perform a second modeling, observe the output of the SPSS system, and then
analyze.

3 Analysis of Three Typical Articles

3.1 Hairdryer

For this neural model, we choose the dependent variable as star_ratings, whose data is
at the output layer, and the output layer activation function is softmax; the independent
variables are vine [5], verified purchase, helpful_votes, total_votes, whose data is input
to the input layer, and the activation function of the hidden layer is tanh (x). In the
network diagram, the blue line indicates that the synaptic weight is less than 0, and the
gray line indicates that the synaptic weight is greater than 0 (Table 1 and Figs. 2 and 3).

The second column of the Table 2 the proportion of importance of the four indepen-
dent variables, and the third column shows the proportion of the importance of the four
independent variables that need to be normalized.

Fig. 2. Network topology (original)
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Fig. 3. Predictive quasi-probability (original)

Table 1. Classification

Sample measurement Forecast

1 2 3 4 5 Correct percentage

Training 1 37 0 0 0 690 5.1%

2 7 0 0 0 444 0.0%

3 11 0 0 0 671 0.0%

4 22 0 0 0 1435 0.0%

5 60 0 0 0 4623 98.7%

Overall percentage 1.7% 0.0% 0.0% 0.0% 98.3% 58.3%

Inspection 1 20 0 0 0 285 6.6%

2 3 0 0 0 185 0.0%

3 4 0 0 0 313 0.0%

4 9 0 0 0 630 0.0%

5 42 0 0 0 1979 97.9%

Overall percentage 2.2% 0.0% 0.0% 0.0% 97.8% 57.6%

These two pictures show that the accmmended that companies use only 5 Star review
predictiuracy rate of the five-star rating predicted by this neural network is very high, almost
close to 100%, but the accuracy of other ratings is almost 0, and the overall accuracy rate is
about 60%. Therefore, it is recoon results.
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Table 2. Self-variable importance

Importance Normalization importance

Vine .151 39.1%

verified_purchase .155 40.1%

helpful_votes .308 79.7%

total_votes .386 100.0%

Fig. 4. Result analysis (original)

3.2 Microwave Oven and Pacifier

Judging from the prediction results, the prediction accuracy of this neural network is basi-
cally 60%. The prediction rates for 1-star and 5-star ratings are high, and the prediction
has little significance for other star ratings (Fig. 4).
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Table 3. 5 × 5 Euclidean matrix

A B C D E

A 0 B-A C-A D-A E-A

B A-B 0 C-B D-B E-B

C A-C B-C 0 D-C E-C

D A-D B-D C-D 0 E-D

E A-E B-E C-E D-E 0

4 Model of Hierarchical Clustering

4.1 Selection of Data and Methods

Due to the large sample size, we first performed a simple random sampling of 10%.
Since the sample size after sampling is larger than 1000, which is a large sample, and
the type of data to be tested involves categorical variables, we use the Two Step Cluster
method for clustering.

Its advantage is:

(1) To automatically determine the optimal number of classifications
(2) To quickly process large data sets.

4.2 Data Initialization

Set rated star_rating samples to A, helpful votes samples to B, total votes samples to C,
vine to D, and verified_purchase to E, respectively.

Calculate the Euclidean distance between the two types of samples to construct a 5
× 5 Euclidean matrix. The diagonal is the distance from itself, so all values are 0.

Euclidean distance:
(See Table 3)

d =
√
(x1 − x2)2 + (y1 − y2)2 (3)

4.3 Clustering with SPSS

The system SPSSmerges the two categories with the closest nature (the closest distance)
into one category, and then finds the closest two categories from the n-1 category to
merge.
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Table 4. Cluster distribution

Number of cases. As a percentage of the
combination.

As a percentage of the
total

Cluster 1 5847 51.0% 51.0%

2 142 1.2% 1.2%

3 2086 18.2% 18.2%

4 1791 15.6% 15.6%

5 1604 14.0% 14.0%

Combination 11470 100.0% 100.0%

Total 11470 100.0%

For variable clustering, the SPSS system generally defaults the correlation to the
correlation (The squared Euclidean distance mentioned above). And so on, until all
variables / observations are grouped into one category, the user then decides into several
categories based on the specific problem and clustering results. The paper will use
the final clustering results to determine which variable or variables will have a great
correlation with the rating of the reviews, and the distance mentioned above will become
a criterion for the company.

4.4 Analysis Based on the Results Below

The 3 and 4 columns are the percentages of the five clusters in the combination and the
total number, respectively (Table 4).

In this example, the final classification is 5 categories, and its practical significance
indicates five stars, of which the size of the first category accounts for 51.0% of the
effective sample, the second category is 1.2%, the third category is 18.2%, and the
fourth category It is 15.6%, and the 5th category is 14.0%. It can be seen that, because
the amount of data provided by each star is not even, the case size varies greatly between
categories (Table 5).

a. The amount of change is based on the number of previous clusters in the table.
b. Change ratio changes with respect to dual polyproducts.
c. The distance measurement ratio is based on the current cluster number rather than

the previous cluster number.
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Table 5. Automatic clustering results

Number of
clusters.

Schwartz Bayesian
criterion (BIC).

BIC change a. BIC change ratio b. Distance
measurement
ratio c

1 55181.948

2 37683.584 −17498.365 1.000 1.355

3 24794.020 −12889.563 .737 2.153

4 18858.643 −5935.377 .339 1.131

5 13619.881 −5238.762 .299 1.900

6 10907.282 −2712.600 .155 1.383

7 8972.343 −1934.939 .111 1.201

8 7376.762 −1595.581 .091 1.498

9 6342.917 −1033.845 .059 1.177

10 5478.524 −864.393 .049 1.098

11 4699.842 −778.682 .045 1.333

12 4138.862 −560.981 .032 1.460

13 3783.927 −354.934 .020 1.346

14 3544.225 −239.702 .014 1.406

15 3400.732 −143.493 .008 1.437

In the second-order clustering, there are five variables we selected, namely
total_votes, helpful_votes, verified_purchase, star_rating, and vine. The SPSS software
automatically and comprehensively determines the final number of clusters based on four
indicators: “BIC value”, “BIC change”, “BIC change rate”, and “distance measurement
ratio” (Table 6).

Taking the result of star_rating as an example, in the 1–5 rating, 1 and 3 can be
classified into the third category; 2 and 3 can be classified into the third category; 3,
4 are classified into the third category with themselves, and 5 and 1 can be classified
into For the first category. The above classification is selected based on the maximum
percentage.

The clustering quality of this example gives a good evaluation. Among the five
variables, the importance of vine is the smallest, and the other four have reached the
importance of 1.
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Fig. 5. Conair and andis results (original)

Fig. 6. Philips and wubbanub results (original)

5 Model Analysis of Time Measurement

(1) Hair Dryer
It can be seen from this graph that from the 10 years from 2006 to 2015, a total of 1993
andis products were sold on Amazon’s website, and the conair was 3,095 (Fig. 5).

The two are compared horizontally. Thefive-star ratings of the two are at five different
levels. All of the ratings are dominant, but after comparison, it can be seen that except
for 2010, the proportion of 5-star ratings of conair is higher than that of andis, and the
overall data is more stable.

(2) Pacifier
From the Fig. 6, it can be seen that from 2010 to 2015, Philips products sold a total of
1811 on Amazon.com, and from 2008 to 2015, Wubbanub products sold a total of 3051
on Amazon.

Wubbanub’s data is similar to Philips’s. Star ratings 1–3 have a lower variable percent
in each year, only about 5%. The 4-star rating variable percent increased and reached
its peak in 2008, however, it began to decline and stabilized at about 15% from 2009.
Five-star ratings dominated the market, which was lower than the variable percent of
the previous year in 2009, and rose slightly to 80% afterwards. In general, Wubbanub’s
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Fig. 7. Sharp and Whirlpool results (original)

5-star rating variable percent can be maintained at about 80%. It can be considered that
users have a high evaluation of this product and have a good experience.

(3) Microwave oven
From the Fig. 7, it can be seen that from 2012 to 2015, whirlpool products sold a total of
238 products on the Amazon website. From 2007 to 2015, sharps products sold a total
of 145 products on the Amazon website.

The amount of data in the microwave oven is much smaller than that of the hair dryer
and pacifier, so the reference value is not great. It is recommended that the company
select products with a large time span and sufficient sample size for analysis.

6 Conclusion

This paper analyzes and models and solves the actual network distribution problem of
Sunshine Company, uses the multi-layer neural network method to take Star_ratings
as the main variable, and calculates some parameters and the relationship that can be
used as a measure. Then the hierarchical clustering algorithm is selected to deal with
the relevant data. With the help of Euclidean distance and Euclidean matrix, the most
suitable variable is found, which can be used to track the similarity between different
variables. Finally, a special model that uses time as an independent variable is created,
and rating is used as a direct indicator of product reputation.
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