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Abstract. Emotion recognition system (ERS) is a technology that enables
machines to recognize human’s emotion. The machines use various modalities as
input such as facial expression, voice intonation, gait, brain’s electroencephalo-
gram (EEG) and heart’s electrocardiogram (ECG) to interpret human’s current
state of emotion. The advancement of learning algorithms supported the growth
of this area. The ERS can be adopted in many application areas including smart
homes. The incorporation of ERS for smart homes has the potential to help improv-
ing occupants’ comfort and also quality of life. This paper presents a systematic
review that focused on research of facial expression based ERS for smart homes
application. The review is limited to works reported over the last decade, from
year 2011 till 2021.

Keywords: Facial expression · emotion recognition system · smart homes

1 Introduction

Emotion is defined by theAmerican Psychological Association (APA) as “complex reac-
tion pattern, involving experiential, behavioural, and physiological elements, by which
an individual attempt to deal with a personally significant matter or event.” Human’s
decision and action are affected by emotion. Understanding human emotion not only
attract the attention of psychologists but it also had attracted the attention of engineers
and computer scientist. Engineers and computer scientists work to build emotion recog-
nition system (ERS) for a better human machine interaction. A machine with emotional
intelligence can respond to human needs more intelligently and helps to reduce negative
emotions so that productivity can be improved.

ERS can be applied in multiple fields including advanced driver assistance system
(ADAS) like the personalized driving warning system proposed in [1], the ECG based
ERS for driver’s emotion and alertness monitoring in [2], and facial expression based
ERS to identify the driver’s emotion and control the voice of driver assistance system
for alertness enhancement in [3]. Emotion recognition enabled system had also been
proposed to be applied in education. In [4] the output of an ERS is used to recommend
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suitable games including educational games for childrenwithAutismSpectrumDisorder.
The ERS uses audio and visual signal for the emotion identification. Smart homes have
also benefitted from ERS research. In [5, 6] facial expression based ERS is used to
control lighting and electronic devices for the comfort of occupants. An ERS is applied
for home care to allow independent living for the elderly while ensuring their safety is
proposed in [7]. The system used facial expression images to recognized any signs of
distress before alerting the health care provider or next of kin.

Although the applications discussed above are mostly lab scale and prototype, this
technology is not far away. During the end of 2019, the Financial Times reported that in
the district on Xinjiang, China, security system equipped with emotion recognition had
been installed at public places to predict any signs of terrorism such as aggressiveness
and nervousness [8]. In Sept 2020, Forbes reported that NtechLab from Russia is going
to introduce a similar security system that scans human faces to detect their emotions
and any sign of aggressive behaviour [9]. Smyle, a United Kingdom based company
launched their “Return of Emotion” solution in Oct 2020 [10]. The “Return of Emotion”
is an ERS based on facial expression images, pulse sensors and neurological signal. The
solution aims to measure the genuine emotional impact of event attendees.

From the works discussed above, it could be seen that an ERS can be build using
various modalities. Among the frequently used modality is through images such as
the facial images [11, 12], thermal images [13] and movement images [14, 15]. Facial
expression, posture and movements are frequently affected by our feeling. In fact, facial
expression is how we “read” the emotion of another human being. Therefore, this had
motivated researchers to use these images in development of ERS. Our voice intonation
can also be used as amodality of ERS [16]. A person voice pitchmight be increasedwhen
feeling excited or lowered when feeling down. Other than these physical modalities,
physiological signals can also be used for ERS. Among physiological signals commonly
used are electroencephalogram (EEG) [17] and electrocardiogram (ECG) [17–20]. Some
works combine multiple modalities for their ERS [21, 22].

This study focuses on the application of facial expression based ERS for smart
homes. Facial expression based ERS has the advantage of non-intrusive approach [7].
The camera can be positioned in the smart home environment to monitor the occupants
without the need for the occupants to be fitted to special devices and sensors which
are costly and could cause inconveniences. This modality is also a cost-effective option
for monitoring a group of people as a single camera can be used to monitor multiple
individuals. The study is restricted to works reported from 2011 till 2021.

The research method is discussed in Sect. 2. In Sect. 3 the results are presented and
discussed and finally this paper is concluded in Sect. 4.

2 Research Methodology

A systematic literature review was conducted. Relevant articles are collected from the
IEEE Xplore, Science Direct and Springer databases. The search was limited to publi-
cations since 2011 to 2021. Only open access or subscribed publications are considered.
Conference proceedings and review papers were excluded and only English language
articles are selected. The search returned 132 articles, 63 are from Springer database, 51
from Science Direct and 11 from IEEE Xplore.
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Fig. 1. Flowchart of the Systematic Review

These articles were carefully screened and read. In the first screening the articles
with title and abstract that did not match the inclusion criteria or match the exclusion
criteria are removed leaving 110 articles. The inclusion and exclusion criteria are as
follows;

• The studies must include experimental works, studies that reported reviews of the
technology is not included.

• The studies must focus on development of ERS focusing on its application or potential
application for smart homes.

• The studies must use facial expression as the modality or part of modalities of the
developed ERS.

Additionally, conference papers are excluded, only peer reviewed journal papers are
included in this study. The language of the articles must be English and we only focuses
onworks reported from 2011 onwards. At the end of the screening process only 7 articles
were short listed. Figure 1 shows the flowchart of the systematic review conducted.

3 Results

The 7 shortlisted articles are reviewed in detailed, focusing on the specifications of the
data used, classifier and the accuracy achieved as well as the applications for smart
homes. The findings are summarised and tabulated in Table 1.
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From the review it can be seen that many researchers developed the system using
combination of public dataset and their own dataset. Only two out of seven fully used
their own data to train and test the system [23, 24]. Mano et al. in two separate works
[7, 25], used public datasets for training of their systems and then tested the built model
using their own collected dataset. Meanwhile [26, 27] and [28] fully utilized public
datasets for both training and testing. All seven works used discrete multiclass data.
Where the facial expressions are classed to seven discrete emotions of happy, angry, sad,
surprised, scared, disgusted and neutral. The wide availability of public datasets from
various cultures and origins facilitates research in this field.

Variety of artificial intelligence algorithms frommachine learning and deep learning
categories were applied for the ERS development. The performance is presented either
in term of accuracy or the true positive rate. Most of the works reported class based true
positive rate. Accuracy and true positive rate are measured differently. The accuracy is
calculated using the ratio of all trues (true positive, TP and true negative, TN ) over total
number of data including the false positive, FP and false negative, FN , as shown in
Eq. 1.

accuracy = TP + TN

TP + FP + TN + FN
(1)

Meanwhile, the true positive rate which is also known as recall or sensitivity is only
measured using data that are truly predicted as true vs the actual number of data that are
true, Eq. 2.

TP rate = TP

TP + FN
(2)

Both of these evaluation metrics are commonly used to represent performance of
learning algorithms. For class imbalance data, accuracy is not sufficient to give an unbi-
ased overview of the performance. This can be supported by the true positive rate that
gives overview on rate of correctly classified relevant data. The reported accuracy and
true positive rate of the reviewed works ranges broadly from very excellent, 100% to
very poor, 0%. This shows that there’s room of improvement in this area of research.

The applications for smart homes can be broadly categorized to entertainment advi-
sory system and assisted living. In entertainment advisory system the ERS is used for
music and movies recommendation to suit the current state of emotion [24, 25, 27].
A magic mirror that display positive messages and choose suitable background music
for mood alleviation is proposed in [23]. In [7, 26] and [28], the facial expression ERS
are used for assisted living, enabling independent living among elderly and recovering
patients. The success of these works shows the integration of ERS with smart homes has
many potential and motivates more works to be conducted in this area.

4 Conclusion

This work systematically reviewed works based on facial expression for ERS that were
applied for smart homes. The review was limited to works reported from 2011 to 2021
and extracted from three databases, IEEEXplore, Science direct andSpringer. The results
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show that research in this area is supported by variety of public datasets from, European,
American, Asian, African and Middle Eastern. Nonetheless, researchers also worked on
their own collected data. Based on the performance of the ERS reported, particularly the
accuracy, it can be seen that there’s plenty of room for improvement to create a robust
ERS. Meanwhile, smart homes can definitely be enhanced with the application of ERS
to improve the comfort and quality of life of the occupants.
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