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Abstract. The stockmarket is an important part of the financial market. The stock
price prediction based on the model has very important practical significance for
individuals and enterprises. So this paper uses regression models to fit past stock
prices and forecast their future volume. This paper uses the polynomial regression
method to regression the stock price from 2012 to 2017, and then uses LSTM to
predict the inventory. The data used in this paper is from 2012 to 2017. Training on
the data of the past few years, predicting the output in 2017, and then comparing
it with the actual output. After training, the result shows that the trend of the
predicted volume is similar to the actual volume in 2017. Therefore, LSTM truly
forecasts the stock volume.
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1 Introduction

With the continued development of the world, the data collected in daily life becomes
more and more continuous. The stock market is a high-risk, high-yield market, and it is
also a common market that appears in people’s daily lives. Therefore, citizens pay more
attention to the stock price. When it will rise or drop, when it should be sold. While no
one knows the future, a presumption can be forecast with models and data. More over,
stock prices are one of the most important parts of the national financial market, which
shows the status of the economy [1]. The stock market is an important part of China’s
financial market. The running of the stock market affects national economics a lot [2].
Financial data is a typical data series.Many investigators have used time series models in
the financial market, like the ARIMA [3][4] model and the GARCH [5] model. LSTM
predicts much better than other methods such as RNN, therefore the author chooses
LSTM models.

This paper introduces how LSTM works, and how to use it to predict some infor-
mation by using past data. There are three parts to this paper after a brief introduction.
The first part is polynomial regression. It changes data into a continuous series. The
second part is the introduction of LSTM, which is a kind of deep learning. The third part
is training and results. In this part, the author uses models and data to prove the ideas.
The research presented in this paper can help people understand the price volatility and
predictability of the stock market from a data level to a certain extent, so as to combine
theoretical knowledge with practical problems and increase the practical application of
the model.
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2 Data

All the data used is from Kaggle [6]. Figure 1 shows the open and close price, high and
low price, and volume of a stock, from 2012 to 2017. It’s a 1232 rows by * 7 column
graph after reading it by python.

3 Polynomial Regression

Polynomial regression is a form of regression analysis in which the relationship between
the independent variable x and the dependent variable y is modeled as an nth degree
polynomial in x:

h(x) = w0 + w1x1 + w2x2 (1)

As shown in Fig. 2, comparing the red line with the blue points. The straight line
cannot truly show the trend of a stock price, as two lines do not fit. Adding a quadratic
term transforms it from plane to paraboloid.

h(x) = w0 + w1x1 + w2x2 + w3x1x2 + w4x
2 + w5x

2 (2)

changing x by z, it can be shown as following:

z = [z1, z2, z3, z4, z5]= [x1, x2, x1x2, x
2
1, x

2
2]

The formula can be written into:

h(x) = w0 + w1z1 + w2z2 + w3z3 + w4z4 + w5z5 (3)

Fig. 1. Stock price dataset

Fig. 2. The regression of the stock price
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Fig. 3. The Polynomial regression of the stock price

Fig. 4. Three types of regression

Then it has changed into linear regression model.
Figure 3 shows the graph regressed by polynomial regression. The regression line

(red line) in Fig. 3 is much similar to the line in Fig. 2. Especially in the last part, it
almost 100% fitted with the data. The problemmust be avoided. When doing regression,
three results might be obtained, over-fitting, optimum and under-fitting. Optimum is the
best status for regression.

Figure 4 shows the three types. Over-fitting means the regression line passes all
the points, while under-fitting means the trend is not fit. Figure 2 shows an example of
under-fitting.

4 LSTM

LSTM is called long short-term memory, which is a kind of artificial RNN(recurrent
neural network) that is used in DL(deep learning). It can process not only single data
points (such as images), but also entire sequences of data (such as speech or video). A
common LSTM unit is composed of a cell, an input gate, an output gate, and a forget
gate. The cell remembers values over arbitrary time intervals, and the three gates regulate
the flow of information into and out of the cell. Comparing RNN with LSTM.

Recurrent neural network(RNN) is a kind of neural network that can deal with data
series. It was proposed by Hopfield [7] in 1982. RNN which he proposed, is a ring
structure that can connect input information together, but it is difficult to achieve. In
1986, Jordan [8] proposed a new RNN. In 1990, Elman [9] improved Jordan’s RNN and
proposed the Elman network, which is nowadays the most common RNN and has been
widely used.

Hochreiter and Schmidhuber [10] proposed the LSTMmodel in 1997, as RNN could
not solve the long order dependence problem of data. LSTM model has gates inside,
and it can solve exploding and vanishing gradient problems by calculating. In 2000,
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Fig. 5. RNN

Fig. 6. LSTM

Fig. 7. The main part of LSTM

Felix [11] added a forget gate in LSTM to solve the network crash problem, as the
LSTM memory storage increased by the length of the series. LSTM has 4 common
structures [12], including: many-to-one, one-to-many, many-to-many(same size) and
many-to-many(different size).

σ is the gate.
The formula is as following:

ft = σ(Wf · [ht−1, xt] + bf ) (4)

it = σ(Wi · [ht−1, xt] + bi) (5)

Ct = tanh(Wc · [ht−1, xt] + bC) (6)

Sigmoid is a value between 0 and 1, which means how much information can pass
through this gate. 0 means no value can pass through the gate, while 1 means any value
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Fig. 8. The first path of LSTM

Fig. 9. The Second path of LSTM

can pass. According to Fig. 7, LSTM has three gates to protect and control the cell.
Analyze Fig. 7 by changing it into four independent parts. This part of LSTM decides
whether the information should be abandoned or not.

ft = σ(Wf · [ht−1, xt] + bf ) (7)

f t is the forget gate. It is used to screen old memories. For example, if a student has
already passed the math exam, he will face physics tests. LSTM shows the way he
reviews. Assume that a student has finite cranial capacity and can easily forget what he
does not need. The knowledge he needs to forget is formulas and theorems, but he must
also obtain calculating ability. Therefore, when all his memories pass through the first
gate, he will only remember how to calculate. The second part of LSTM ensures that
the information is up to date.

As shown in Fig. 9, it is the update gate.

it = σ(Wi · [ht−1, xt] + bi) (8)

C ∼ t = tanh(Wc · [ht−1, xt] + bC) (9)

xt is the update gate. xt means physical knowledge. While among all the knowledge,
some is important. By passing this gate, it filters the updated information. The third part
is updating cell status.

Ct = ft ∗ Ct−1 + it ∗ Ct (10)
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Fig. 10. Combination of two paths

Fig. 11. The last path and output of LSTM

By adding the obtained parts (f t ∗ Ct−1) and updating parts (it ∗ Ct), it will cause
a new status (Ct). Keep on that example, student held onto his calculating ability, and
learned some new physical formulas. Then he had already prepared for the exam. The
last part is used to output information.

ot = σ(Wo)[ht−1, xt] + bo (11)

ht = ot ∗ tanh(Ct) (12)

ot is the output gate.
Still using that example, how well you review does not equal how many scores you

may get on the exam. It is also the same in this system. Ct is the information you may
remember during review. Ht is the final score you get after the exam. Although there is
no direct relationship between review and score, the better your review, the higher your
score.

5 Training and Result

Figure 12 shows the stock volume from 2012 to 2018. From the graph, the volume is
maintained at a section, but sometimes its volume causes a deviation. This graph cannot
clearly show any useful information or results just by looking at it.

Figure 13 shows the process of epoch works, and how to train the model.
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Fig. 12. Stock volume from 2012 to 2017

Fig. 13. The result after epoch
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Fig. 14. Model loss

Fig. 15. The predict and actual stock volume

As shown in Fig. 14, the blue line represents loss, which is also called train loss. The
orange line is the value loss, which is also called a test loss. The trend of these two lines
shows the model status. There are five different statuses.

Train loss decreases and test loss decrease, indicating that the model keeps learning.
Train loss decreases as testing becomes more unstable, implying over-fitting.

Train loss is stable, but test loss has decreased, indicating that the dataset 1000% has
issues that need to be investigated.

Train loss and test loss stable means model facing difficulties, which needs to
decrease the study rate.

Train loss increases and test loss increases mean the structure is untrue, which is the
worst circumstance.

In Fig. 14, the train loss decreases, and the test loss fluctuates. It is the first and
second situation, which means the model is still learning (a good status), while being
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cautious it might be over-fitting. Figure 15 shows the predicted and actual stock volume
in 2017. The trends of the two lines are the same.

6 Discussion

An epoch is a term used in machine learning and indicates the number of passes through
the entire training dataset that the machine learning algorithm has completed. The more
we train the model, the more accurate, it will be.

Figure 17 shows the model of predicted volume, but the epoch is larger than it was
in Fig. 16. When comparing the two figures, the predicted line in Fig. 17 is more similar

Fig. 16. The model loss with larger epoch

Fig. 17. The predict and actual stock volume
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to the actual volume than in Fig. 16. The only way to make the predicted line fit with
the actual line is to use larger data. The more data we have, the more datasets used to
train the model, the more accurate model it will provide.

7 Conclusion

This paper uses polynomial regression to regress the stock price from 2012 to 2017. Then
it uses LSTM to predict stock volume. The model has been trained by the past years’
data and predicts the volume in 2017 and then compares it with the actual volume. Two
lines are similar. In fact, the stock price is not only affected by time series. It might also
be affected for other reasons, like politics, the environment, and so on. Therefore, the
predicted volume might not match the actual. Future research will try to make a model
with larger dimensions, which means more factors will be considered, and the predicted
result in this model will be more accurate than the actual result.
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
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