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Abstract. In the era of big data, the application level of data analysis and process-
ing algorithm determines the presentation of data value. As one of the widely used
exploratory analyses, clustering analysis has manyways to realize it, but users still
face many difficulties in the actual application process. For this reason, this paper
expounds the design and development of functional modules of clustering anal-
ysis and processing algorithm based on Hadoop framework and Spark platform,
focusing on K-Means clustering algorithm and BIRCH clustering algorithm, and
combining Java language development environment to complete the construction
of “one-stop” clustering analysis application system. The system is designed in the
form of Web application, and the specific operation steps involved in cluster anal-
ysis, such as data collection, data cleaning, data storage, data analysis and mining,
are highly encapsulated. The special API interface is opened to the outside world,
which can widely support all kinds of users. Through simple operation, the cluster
analysis of massive data content can be completed, and the data analysis results
can be obtained intuitively through data visualization. It not only greatly improves
the work efficiency of data analysis, processing and calculation, but also improves
the high cost and non-general situation of previous big data clustering analysis
systems, and further expands the use dimensions and application scenarios of big
data.
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1 Introduction

At present, with the rapid development of digital information technology, China is grad-
ually stepping into the digital economy era, and the rapid development of digital econ-
omy can not be separated from the support of digital technologies such as big data,
cloud computing and artificial intelligence. As the core of a new round of scientific and
technological revolution and industrial transformation, digital technology is the strategic
focus of the country’s persistent development at present and in the future. Among them,
as a concept and trend of thought, big data originated from the computing field. With
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the rapid development and wide application of network information technology, it has
formed a new system and pattern covering data infrastructure, data analysis, data appli-
cation, data resources, open source platforms and tools, etc. In the meantime, the new
generation of digital information technologies, such as collaborative cloud computing
and artificial intelligence, have shown the trend of integration of digitalization, network-
ing and intelligence, changed their single and auxiliary tool attributes, and become a
new driving force to promote national social production and people’s daily life.

Now, big data is in the stage of informatization 3.0, which is characterized by deep
data mining and fusion application. The design and application of excellent data analysis
and processing algorithm is the hot spot sought after by science and technology, and it
is also the key to expand the value presentation of massive data and enrich application
scenarios. As the most important part of big data analysis and mining technology, data
analysis and processing algorithms can be divided into classification or prediction model
discovery, data summarization, clustering, association rule discovery, sequential pattern
discovery, dependency or dependency model discovery, anomaly and trend discovery,
etc. As for massive data, it has the characteristics of low value density, variable data
types and complex data situation, so it is necessary to choose appropriate data analysis
and processing algorithms to complete data classification to improve data quality and
mining efficiency.

As an unsupervised learning algorithm, clustering algorithm can be applied to the
early stage of data exploration or mining, and exploratory analysis without prior expe-
rience, compared with classification algorithm, and it is also more suitable for data
preprocessing in the case of large sample size [3]. However, the computational com-
plexity and flexibility of cluster analysis are high, which is inseparable from the support
of a large number of hardware devices and software systems, resulting in high use cost.
Moreover, a large number of professional operations also set a higher threshold for
ordinary users, lacking channels that can be used conveniently and efficiently. For this
reason, this paper holds that, in view of the problems existing in the practical application
of cluster analysis, with the help of the application advantages of Hadoop framework
and Spark platform, K-Means and BIRCH are the core algorithms of cluster analysis,
and a universal “one-stop” cluster analysis application system is constructed. As the
main form of the system, JavaWeb can widely support ordinary users to complete the
design, operation and analysis of cluster analysis tasks through simple operations such
as condition selection, algorithm execution and result display. It not only reduces the
difficulty of cluster analysis algorithm, but also improves the efficiency of data analysis
and mining, and expands the depth and breadth of big data value application scenarios.

2 Overview of Key Technologies

2.1 Big Data Technology

The big data (mega data) can be called huge data,which refers to themassive, high growth
rate and diversified information assets that need new processing modes to have stronger
decision-making, insight and process optimization capabilities. It is the inevitable out-
come of the development of network information technology, and it is also a new stage
of the informatization process after long-term accumulation. The characteristics of huge
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Fig. 1. Big Data technology stack

scale, various data types, fast processing speed, low value density and complex content
determine the application direction and development trend of big data, and also pose
new challenges to traditional data processing methods and processing thinking in terms
of acquisition, storage, management and analysis.

The big data technology, that is, the big data processing technology, focuses on
the whole process support for the acquisition of the value of big data from the aspects
of collection, storage, analysis and mining, and application presentation. There is an
inseparable relationship between each link and process, which also carries the path
of the whole data flow, and is also a high collection of many data processing means.
With the wide application of big data, the development speed of big data technology is
constantly accelerating, and many technical means have gradually gathered and formed
a systematic and ecological big data technology stack, as shown in Fig. 1, which is a big
data technology stack.

a. Hadoop
As the most widely used distributed storage and parallel computing architecture in
big data processing, Hadoop can support users to use cluster system to complete the
storage, analysis and processing of massive data. As compared with the traditional
stand-alone server, Hadoop architecture has outstanding advantages in data extrac-
tion, writing and loading, which can effectively improve work efficiency, enhance
system stability, improve fault tolerance and reduce system operating costs. The core
of Hadoop architecture is distributed file system (HDFS) and distributed comput-
ing programming framework (MapReduce), and it also contains components such
as HBase, Zookeeper, Pig, Hive and YARN. Many functional components not only
enrich and strengthen the functions of Hadoop architecture, but also laterally reflect
Hadoop’s encapsulation of the underlying details, which can make users pay more
attention to the design and development of business logic.
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Fig. 2. Spark architecture diagram

b. Spark
The Spark, as an open source big data computing engine, is a distributed computing
framework based on Yarn. As compared with the batch computing mode represented
by MapReduce, Spark framework can support both batch and stream processing
computing modes, and effectively simplify the parallel programming running on the
cluster system. From the essential point of view, Spark framework inherits the linear
extension and high fault tolerance of MapReduce framework, expands and abstracts
the bottom operations of resource scheduling, task flow and node communication,
and transforms it into a direct API interface to process distributed data, which greatly
saves the computing time, improves the resource occupation of the system under the
computing state, significantly improves the working speed of iterative operation, and
can maintain the stability of the system under high concurrency operation. As shown
in Fig. 2, the composition architecture diagram of Spark, in which Driver is the main
driver, which is mainly responsible for the construction and transmission of Spark-
Context information; Work Node is the work node of Spark computing task, which
contains many Executor processes, and a single process has corresponding comput-
ing task. And Cluster Manager is responsible for the overall resource management
of Spark.

2.2 Cluster Analysis Algorithm

Cluster Analysis, also known as cluster analysis, as an unsupervised learning tech-
nique, can mine hidden data distribution rules from seemingly irregular data, and it is
a classification method widely used in the field of data mining. The core feature of
clustering analysis is that the automatic attribution of data can be completed by sim-
ilarity judgment only by virtue of the characteristics of data without grouping rules.
The whole cluster analysis process involves three links, namely similarity comparison,
cluster method selection and data result simplification. With regard to some special
algorithms, data simplification can be completed automatically, which can reduce the
whole process to two links. During the similarity comparison, the similarity degree of
each data object under a certain characteristic condition will be expressed according
to the distance function or kernel function, and it will be used as the basis for judging
whether they can belong to the same “cluster”. The selection of clustering methods will
be based on different application scenarios and actual clustering analysis requirements.
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Common clustering methods include partition clustering, hierarchical clustering, den-
sity clustering, grid classification and model classification. For this study, we focus on
the universality of clustering analysis algorithm, and divide clustering into hierarchical
clustering and focus on the analysis in the selection of clustering methods.

a. Partitioning and Clustering
The purpose of clustering is to divide the data object into many different regions, and
the region is the similarity judgment feature, and the region is the cluster, and the
number of regions is represented by k. Taking K-Means as the representative, after
receiving the input of the sample data set, the number of clusters K is determined,
and the center point of each cluster is set, so that the distance between other points
in the cluster and the center point is smaller than that of other clusters. Through
repeated iterative calculation, the clustering center is updated continuously until the
criterion function reaches the convergence condition [7]. The final criterion function
of K-Means algorithm is shown in Formula 1, where J represents the smallest sum of
squares of errors between data points and center points in a class cluster, C represents
the class to which each data point belongs, µ represents the center point in a class
cluster, and X represents data points. And in this system, the K-Means algorithm
will be realized in Java code.

J (c, µ) =
n∑

i=1

∥∥xi − µe(i)
∥∥ (1)

b. Hierarchical Clustering
The purpose of hierarchical clustering is to complete the storage of data objects in
the data set through the tree structure, and to complete the classification description
by referring to the hierarchical division of the tree structure. There are two ways of
hierarchical clustering: top-down and bottom-up. Top-down can decompose data sets
layer by layer in the process of clustering analysis. On the contrary, the bottom-up
method merges the data sets of layers. The BIRCH algorithm is the representative.
After receiving the data set, all the data will be scanned, and the initialized CF tree
will be established. The dense data will be clustered and the sparse data will be
isolated. Then, the abnormal CF nodes will be filtered continuously. In the screening
process, other clustering algorithms can also be used to cluster the leaf nodes of CF
tree, so as to further eliminate the unreasonable node structure. As shown in Fig. 3,
the basic structure of CF tree of BIRCH algorithm is shown. BIRCH algorithm is
also implemented in Java language in this system.

2.3 Development Process

According to the application requirements of the above related application technologies,
complete the configuration and deployment of the “one-stop” cluster analysis application
system development environment. The development content of the system is divided
into two parts. One is the cluster setting of cluster analysis and processing function
under Hadoop architecture. Two, under the Java development environment, the Spring
framework is adopted to complete the development of the server side of the system.
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Fig. 3. Basic structure of CF tree of 3: BIRCH algorithm

The Hadoop cluster architecture needs a lot of hardware and software as support, the
operating system is Linux, the version is CentOS 6.7(x86_64), and the JDK version is
jdk-8u91-linux(x64). According to the application requirements of the system, Hadoop
cluster will be set to five nodes, named Master, Slave1, Slave2, Slave3 and Slave4, with
Master as the master node and Slave as the slave node. The version of Hadoop is 2.7.7,
which is installed in each node, and components such as Yarn, HDFS, Zookeeper and
HBase are also deployed in each node. And for the deployment of Spark, the version
selection is Spark-2.2.0-bin-hadoop2.7,which also needs to be completed synchronously
on the Master and Slave nodes. For the realization of K-Means algorithm and BIRCH
algorithm under Spark platform, it needs to go through the steps of injecting dependency,
setting attributes, reading and analyzing data, clustering training, and outputting results.
The key execution code of K-Means algorithm is shown in Fig. 4.

As for the development environment of JavaWeb application, the operating system
is Windows 10.0, the JDK version of development kit is 1.8.0_74, the Web server is
Apache Tomcat 9.0, the Java integrated development tool is IntelliJ IDEA 2019, the
project management tool Maven 3.5.0, and the database is MySql 8.0. In IntelliJ IDEA,
choose to create amaven-archpetype-webapp, and after completing the settings.xml con-
figuration, add all kinds of dependencies under the pom.xml file, including J2EE,Mysql,
Spring Framework and other jar packages. And then choose to add Spring framework,
and complete the establishment of controller, dao, pojo and service. When finished,
complete the corresponding configuration under web.xml. Where<context:annotation-
config/> represents the setting for starting spring, and<mvc:annotation-driven/> is the
configuration annotation driver. The overall environment of system development, the
configuration of related software and tools, and the technical feasibility of the whole
project of “one-stop” cluster analysis application system are determined through the
introduction of the above key technical theories.
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Fig. 4. Key code of executing K-Means algorithm on 4: Sprak platform

3 The Needs Analysis

3.1 System Requirements Analysis

The “one-stop” cluster analysis application system will aim at many difficulties existing
in the process of data mining by ordinary users who lack the professional technical
ability of big data, take advantage of Hadoop cluster architecture and Spark computing
engine, and take JavaWeb application as themedium to provide a convenient and efficient
comprehensive application solution for conventional data cluster analysis.

The system will support ordinary users and administrators to obtain unique account
information through user registration, and complete the login and use of the system
after authentication. According to the platform application requirements of different
user roles, the system will complete the corresponding permission allocation and man-
agement. For ordinary users, the system will give you permission to import data, create
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Fig. 5. Overall architecture of the system

new projects, view results, save and export, etc. And the administrator users canmaintain
and upgrade the user information, algorithm base, data cache and other parts.

3.2 Overall Design

The “one-stop” cluster analysis application systemwill be based on JavaWeb application
design, adopt B/S architecture, and complete the overall design and development with
Spring framework in Java language environment. The server-side design adopts the
layered design mode, which is divided into three layers as a whole, namely, the driver
layer, the logic layer and the service layer. The overall architecture of the system is
shown in Fig. 5. [10] Among them, the driver layer consists of Hadoop framework and
Spark computing engine, which can provide the basic operation foundation for the whole
system. And the logic layer is responsible for data management, algorithmmanagement,
resource allocation management, log monitoring management, etc. The service layer
encapsulates the logic layer comprehensively, and defines the service interface based
on HTTP communication protocol, so as to facilitate users to call from the front-end
interface.

4 Detailed Function Realization

4.1 Ordinary Users

The system users can log in and use the system from browsers of different equipment
terminals. When an ordinary user enters the account password, the system will log in
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Fig. 6. Key code of data import function implementation

and verify according to the user’s identity certificate. This kind of verification method is
completed by Basic Auth (HTTP basic authentication), which can be completed quickly
and supports various types of client browsers.

When the ordinary users successfully log in, they will first enter the homepage
interface. In this interface, users can intuitively get a lot of instructional information.
The content includes the introduction of cluster analysis, the application of various
algorithms, some actual cases, etc. This part of content can strengthen the understanding
and cognition of ordinary users on cluster analysis and data mining, and can also provide
necessary knowledge services for users’ subsequent cluster analysis. In addition, the
system will also present the operation demonstration content of the whole process of
cluster analysis project, which includes a detailed description of the combination of
pictures and texts, as well as a video tutorial, so as to further help ordinary users without
professional knowledge and skills to quickly master the “one-stop” cluster analysis
application system.

In the data import module, users can import all kinds of data sets or data contents
into the system, and form the original data to provide the necessary foundation for
subsequent cluster analysis. This function depends on Java’s design of data stream and
data interface, inwhich the FileInputStream ()method is needed to create the data storage
path of HDFS. The key code is shown in Fig. 6.

Under the new project module, users can create new cluster analysis projects accord-
ing to their actual needs. First of all, you need to enter basic information such as project
name, project introduction, permission statement, and execution period in turn. Sec-
ondly, the sample size of cluster analysis is determined, and users can select key fields
according to the uploaded data to complete the preliminary analysis, extraction and
cleaning of the original data. Then, select the corresponding clustering algorithm, and
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Fig. 7. Scatter chart and detailed information table of cluster analysis

click Cluster Analysis to execute after completion, and the system will automatically
execute according to the user’s choice.

The user can see the cluster scatter diagram, the cluster detail table and the report
information of each key field under the View Results module, as shown in Fig. 7. Among
them, each belt in the scatter diagram represents a cluster, the total number of points
is the number of clusters K set by the user, the size of points represents the number of
samples, and the distance between points represents the similarity of clusters.

The system supports users to save each cluster analysis result and export charts in
the form of pictures under the save and export module. On the other hand, ordinary users
can query and view all cluster analysis items, which further improves the practicability
of the system.

4.2 Administrators

For administrators, the system will support the functions of viewing and managing gen-
eral user information.On the other hand, the system supports administrators to constantly
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update and optimize the clustering analysis algorithm in the system, so as to better meet
the changing needs of users and ensure the long-term stable operation of the system.

5 Conclusion

To solve the difficulties faced by many ordinary users in cluster analysis and data min-
ing, the construction of “one-stop” cluster analysis application system can realize the
execution function modules of K-Means, BIRCH and other clustering algorithms with
the help of Hadoop framework and the data analysis and processing capabilities of Spark
platform, and take JavaWeb application as the presentation form, thus effectively pro-
viding convenient and efficient comprehensive application solutions for conventional
data cluster analysis. It not only reduces the difficulty of cluster analysis algorithm, but
also improves the efficiency of data analysis and mining, and expands the depth and
breadth of big data value application scenarios. During the follow-up research, we will
continue to expand the realization of more clustering algorithms and integrate them into
the algorithm library of the system to provide better clustering analysis services for more
users.
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