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Abstract 
Multi-label image classification is a fundamental classification task, which seeks to assign numerous possible labels to 
an image. Many deep convolutional neural network (CNN)-based approaches to discovering the semantics of labels and 
learning the semantic representation of images by modeling label correlation have been proposed in recent years. 
However, some small and similar objects cannot be predicted accurately due to the limitation of convolutional kernel 
representation capability. As a result, in order to solve this problem, this paper introduces twins-transformer. Since 
different stages of image representation of this model capture different levels or scales of features and have different 
discriminative capacities, we design a multi-stage semantic attention with transformer (MAST) framework to learn the 
semantic representation of images using its own multi-stage mechanism, while employing a three-layer standard 
transformer decoder as an effective component for feature fusion. Experiments conducted on the VOC 2007 dataset 
show that MSAT achieves better experimental results and improves the performance of multi-label image classification 
tasks to some extent. 
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1 INTRODUCTION 

Multi-label image classification (MLIC) is a 
significant computer vision task that aims to assign 
multiple labels to an image based on its content. MLIC is 
more general and practical than traditional single-label 
image classification since any image in the physical 
world is likely to contain semantic information of many 
categories. For example, a news document can belong to 
multiple categories. Therefore, it plays a crucial role in a 
wide range of applications such as human attribute 
recognition [19], medical image recognition [11], and 
recommender systems [15] [27]. However, the task faces 
some unique challenges due to the rich semantic 
information and complex dependencies of images and 
their labels. 

Early multi-label classification algorithms [7] [22] 
[29] recognized each object in isolation and naively 
divided this problem into multiple binary classification 
tasks. Moving into the deep convolutional neural network 
(CNN) [16] phase, great progress has been made in image 
classification, and the accuracy of existing multi-label 

image recognition methods based on CNN and their 
variants [13] [14] [21] has been improved. However, 
because these methods ignore the complicated topology 
between objects in an image, its performance is 
intrinsically constrained, preventing further 
improvements in the accuracy of multi-label image 
classification. Moreover, in CNN, convolution is 
computed in one local region at a time with inductive bias, 
and local information is easily ignored after sufficient 
convolution time, leading to unsatisfactory performance 
of CNN-based models in multi-label classification. 

Transformers [8] [23] were originally designed to 
mine long-term dependencies between word embeddings 
in the field of natural language processing (NLP) and 
have recently been found to be able to be used for various 
computer vision tasks as well. ViT [9] enables 
transformer to replace the long-term dominance of 
convolutional neural networks in the field of computer 
vision. One of the advantages of transformer is its multi-
head attention mechanism, which can extract features 
from different parts of an object class or different views, 
thus better recognizing objects with occlusions and 
viewpoint changes, gradually improving the performance 
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of various computer vision tasks. In this paper, we use 
twins-transformer [6] for feature extraction of images, 
and it is worth noting that twins-transformer comes with 
a multi-stage mechanism that captures features at 
different levels or scales with different discriminative 
capabilities. Therefore, better performance can be 
obtained by making good use of the multi-layer features 
of twins-transformer. In this paper, we make full use of 
this feature and apply its own multi-stage mechanism to 
fuse image features with label semantic features. In the 
fusion, image features and label semantic features are 
first fused at a shallow level by matrix multiplication, and 
then fused at a deep level in the transformer decoder; 
meanwhile, we further propose a semantic attention 
module to obtain a better feature representation. 

We conducted experiments on the VOC 2007 
benchmark multi-label image dataset. The approach 
outperforms existing computational methods, according 
to the results of the experiments. The performance of 
image classification is improved compared with existing 
image classification methods. In conclusion, the 
contributions of this paper are summarized as follows. 

▪ Using the multi-stage mechanism that comes with 
Twins-transformer to learn the fusion 
representation of image features and label semantic 
features, and using transformer-decoder for deep 
fusion; 

▪ To obtain a better feature representation, a 
semantic attention module (SAM) is designed to 
fuse the contexts between images, which further 
helps to fuse the global contexts. 

2 RELATED WORK 

2.1 Transformer in Vision Task 

Transformers [23] were originally proposed for 
modeling long-term dependencies in sequence learning 
problems and have been widely used for natural language 
processing tasks. Recently, transformer-based models 
have also been developed for many vision tasks and have 
shown great potential. [2] trained a sequential 
transformer called iGPT to automatically regress 
predicted pixels. [1] designed an end-to-end object 
detection framework called DETR with 

 
Figure 1: The overall architecture of our proposed Multi-stage Semantic Attention with Transformer model. 

transformer. [9] proposed visual transformers (ViT), in 
which they segment an image into multiple patches and 
feed them into a stacked transformer architecture for 
classification. More advances in transformers for 
applications in computer vision can be found in [12]. 

Our approach also uses the transformer, but we utilize 
the twins-transformer's own multi-stage mechanism for 
multi-label image classification, which is fundamentally 
different from the improved approach in most existing 
work, and use the classic transformer decoder self-
attention mechanism for image features and label 
semantic features perform deep fusion. 

2.2 Multi-label Image Classification 

In computer vision, multi-label classification has 
been a challenging and fundamental problem. By training 
a set of classifiers for each label, early approaches to 
multi-label image classification naively separated this 
task into numerous independent binary classification 
tasks. However, the approach ignored the topology 

between objects and the semantic dependencies between 
multiple classes, which are particularly important for 
multi-label classification. Therefore, combining such 
semantics has been an important research direction for 
multi-label classification, and various approaches have 
been proposed. Specifically, some previous work [24] 
explicitly captured class relevance through cnn-based 
models and recurrent neural networks (RNN), however, 
they are usually difficult to optimize their parameters. 
There are also some approaches based on probabilistic 
graphical models [18], which label dependencies in the 
covariance of probability distributions, but they tend to 
have a high computational complexity during statistical 
inference. Since labeled dependencies can be represented 
as graphs, some approaches apply graph convolutional 
networks (GCNs) [31] on these graphs to learn labeled 
representations, as in [5]. In addition, others have 
suggested the use of attention mechanisms to capture the 
correlations between labels. To capture the semantic and 
spatial relationships of these various labels, [32] 
proposed a spatial regularization network. To capture 
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label correlations, [26] introduced a spatial transformer 
layer and a long short-term memory (LSTM) unit. A 
graph-based framework [17] was also proposed to 
characterize the relationships between labels through 
knowledge graphs in order to generate more accurate 
image representations. 

3 METHOD 

3.1 Architecture 

In this paper, we propose a multi-stage semantic 
attention with transformer (MSAT) framework, which 
mainly consists of a semantic attention module and a 
feature fusion module, as shown in figure 1. First, image 
features are extracted using twins-transformer, while its 
own multi-stage mechanism is used to input the features 
extracted in the last three steps into the semantic attention 
module to obtain a better representation of high-level 
semantic features. Subsequently, two layers of GCN are 
used to obtain the label-to-label dependencies. Then, the 
image feature representations obtained in each stage with 
label semantics are fed into the transformer decoder for 
feature fusion. It is worth noting that there is one decoder 
for each stage of the framework, and the input of the latter 
two decoders is the output of the previous decoder and 
the corresponding image feature representations, which 
are continuously fused instead. In the final stage of our 
architecture, we input the final output fused features into 
a fully connected layer and apply the fully connected 
layer for prediction, where the cross-entropy loss 
function is used as follows. 

𝐿𝑙𝑜𝑠𝑠 = ∑ 𝑦𝑖

𝑛

𝑖=1

𝑙𝑜𝑔 (𝜎(�̂�𝑖))

+ (1 − 𝑦𝑖)𝑙𝑜𝑔 (1

− 𝜎(�̂�𝑖)) 

(1) 

Where σ()  is the sigmoid function, y𝑖 = {0,1} 
indicates whether label i appears in the image, and  ŷ𝑖 is 
the output of the fully connected layer. 

3.2 Multi-stage Image Features 

In this paper, we use twins transformer [6] as the 
backbone and output the features of the last three stages 
through a self-contained multi-stage mechanism, denoted 
as F = {𝑓𝑠}𝑖=1

𝑠  , where s is the total number of stages and 
𝑓𝑠 is the image feature of the sth stage. Given an input 
image x ∈ R𝐻×𝑊×3 , where H and W are the height and 
width of the image. Before the start of each stage, the 
image undergoes a downsampling process to reduce the 
resolution and adjust the number of channels in order to 
form a hierarchical design. The resolution of each stage 
is  
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32
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channels in each stage is 128, 256, 512, 1024 respectively. 

3.3 Semantic Attention Module 

The image features 𝑓𝑠  of the last three stages are 
obtained through the previous section, and in order to 
make the image features that need attention more obvious, 
a semantic attention module is constructed in this paper. 
Specifically, this module is made up of two 1 × 1 
convolutional layers and a dot product operation. The 
image features obtained in the latter three stages are 
convolved twice, and the output after one of the 
convolutions is convolved once with the output after the 
other convolution by the sigmoid activation function, and 
finally the output of each stage after this module 𝑓�̅�  is 
obtained, as shown in equation 2.  

𝑓�̅� = 𝜎(𝑊𝜑 ∗ 𝑓𝑠)
𝑇

(𝑊𝜗 ∗ 𝑓𝑠) (2) 

Where σ()  indicates the sigmoid function; 𝑊𝜑  and 
𝑊𝜗 denote the convolution kernel; ∗ is the convolution 
operation; 𝑓𝑠 is the image feature of the sth stage. 

3.4 Graph Convolutional Networks for 
Multi-Label Classification 

The topology unique to graphs can model any two-
two correlated labeling relationships, and the network 
model constructed in this paper adopts a similar approach 
to ML-GCN [5], consisting of two layers of stacked 
GCNs. The initialized correlation coefficient matrix A 
and the label embedding E, which are, from a 
mathematical perspective, the adjacency and diagonal 
matrices, respectively, used to represent the correlations 
of semantic labels of categories, are the inputs for the first 
layer of the GCN. The model output for the last GCN 
layer is  𝑊 ∈ 𝑅𝐷×𝐶, where D denotes the dimensionality 
of the image features and C denotes the number of 
categories. The fundamental principle of GCN is to 
propagate information among the nodes in order to 
update the node representation. The forward propagation 
process of a single GCN layer can be represented as  

𝐻𝑙+1 = 𝛿(𝐻𝑙 , 𝐴) (3) 

Where 𝐻𝑙 represents the node of the previous layer, 
which is the input of the next layer 𝐻𝑙+1; 𝐴 ∈ 𝑅𝑛×𝑛 is a 
correlation coefficient matrix; δ()  is a nonlinear 
activation function, such as Sigmoid or ReLU; 𝐻𝑙+1 is 
the new node feature of the output. 

3.5 Feature Fusion Module 

Previous work has mostly concentrated on capturing 
correlations between labels without successfully fusing 
image features and label embeddings, which has a 
negative impact on the convergence efficiency of model 
and prevents future improvement of multi-label image 
classification accuracy. To address this drawback, this 
paper introduces transformer decoder [23], which serves 
as an effective component for fusing image features and 
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label semantic features. Specifically, in this paper, a 
three-layer decoder is used, and the obtained image 
features 𝑓�̅�  and the result after the dot product of the 
output of the last layer of GCN are used as the input of 

the first decoder, and similarly, in the second and third 
decoder layers, the output of the previous decoder and the 
image features of the corresponding stage are used as the 
input of this decoder layer to 

 

Table 1: Comparisons of our method with previous state-of-the-art methods on PASCAL VOC 2007. 

VOC 2007 CNN-RNN RLSD AR ML-GCN SSGRL F-GCN DSDL MSRN Ours 

areo 96.7 96.4 98.6 99.5 99.5 99.5 99.8 100.0 99.9 

bike 83.1 92.7 97.1 98.5 97.1 98.5 98.7 98.8 98.9 

bird 94.2 93.8 97.1 98.6 97.6 98.7 98.4 98.9 98.6 

boat 92.8 94.1 95.5 98.1 97.8 98.2 97.9 99.1 99.2 

bottle 61.2 71.2 75.6 80.8 82.6 80.9 81.9 81.6 78.9 

bus 82.1 92.5 92.8 94.6 94.8 94.8 95.4 95.5 97.2 

car 89.1 94.2 96.8 97.2 96.7 97.3 97.6 98.0 97.7 

cat 94.2 95.7 97.3 98.2 98.1 98.3 98.3 98.2 98.2 

chair 64.2 74.3 78.3 82.3 78.0 82.5 83.3 84.4 85.9 

cow 83.6 90.0 92.2 95.7 97.0 95.7 95.0 96.6 97.5 

table 70.0 74.2 87.6 86.4 85.6 86.6 88.6 87.5 93.2 

dog 92.4 95.4 96.9 98.2 97.8 98.2 98.0 98.6 98.6 

horse 91.7 96.2 96.5 98.4 98.3 98.4 97.9 98.6 99.2 

motor 84.2 92.1 93.6 96.7 96.4 96.7 95.8 97.2 98.4 

person 93.7 97.9 98.5 99.0 98.8 99.0 99.0 99.1 98.8 

plant 59.8 66.9 81.6 84.7 84.9 84.8 86.6 87.0 86.7 

sleep 93.2 93.5 93.1 96.7 96.5 96.7 95.9 97.6 97.9 

sofa 75.3 73.7 83.2 84.3 79.8 84.4 86.4 86.5 86.1 

train 99.7 97.5 98.5 98.9 98.4 99.0 98.6 99.4 99.6 

tv 78.6 87.6 89.3 93.7 92.8 93.7 94.4 94.4 93.8 

mAP 84.0 88.5 92.0 94.0 93.4 94.1 94.4 94.9 95.2 

obtain the final fusion features. Since we do not need to 
perform autoregressive prediction, we do not use 
attention masks, therefore, we only use self-attention, 
which is defined with the same functions as those defined 
in the standard transformer decoder, with the following 
equation for the attention mechanism. 

𝐴𝑡𝑡𝑒𝑛(𝑄, 𝐾, 𝑉) = 𝜔 (
𝑄𝐾𝑇

√𝑑𝑘

) 𝑉 
(4) 

Where 𝑄, 𝐾, 𝑉  are the matrices of query, key, and 
value respectively; 𝑑𝑘denotes the dimension of 𝐾, ω() 
denotes the softmax function. The dot product operation 
in equation 4 returns the similarity of each query and key 
value, and the output is the weighted sum of 𝑉 , the 
greater its weight, the greater the similarity between the 
query and the key.  

 

4 EXPERIMENTS 

We experimented with the PASCAL VOC dataset [10] 
to evaluate the proposed method. We utilized the 
Average Precision (AP) and mean Average Precision 
(mAP) for the evaluation based on previous work. 

4.1 Implementation Details 

PyTorch was used to carry out all of the experiments. 
The input label features 𝐸  are 300-dimensional Glove 
features pre-trained on the Wikipedia dataset. The 
backbone uses twins-transformer for feature extraction of 
the images, while the image features and label semantic 
features are fused using twins-transformer's own multi-
stage mechanism to obtain image features from the last 
three stages of twins-transformer's module, respectively. 
Output dimension of 𝑓𝑠2 is 256, output dimension of 𝑓𝑠3 
is 512, and 𝑓𝑠4  has an output dimension of 1024. The 
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output dimensions of the two GCN layers are 512 and 
1024, respectively. For training and testing, the input 
images are adjusted to 224x224. Our model is trained on 
a GeForce RTX3090-24GB GPU with a batch size of 16. 
We employ SGD as the optimizer, which has a 
momentum of 0.9 and a weight decay of 10-4. The initial 
learning rate is set as 0.01, which decays by a factor of 
10 for every 20 epochs in total 80 epochs. 

4.2 Experiment Results 

PASCAL VOC 2007 [10] is a commonly used multi-
label dataset with 9963 images representing 20 common 
object categories. It is divided into a training set, a 
validation set and a test set, where 5011 images are used 
for training and 4952 images are used for testing. The 
training set is used to train our model, while the test set 
is utilized to evaluate the classification performance. A 
variety of multi-label image classification algorithms 
were compared to our proposed MSAT. They are CNN-
RNN [24] RLSD [28], AR [3], ML-GCN [5], SSGRL [4], 
F-GCN [25], DSDL [30] and MSRN [20]. Table 1 
presents a comparison of our MSAT with other 
approaches. With an overall mAP gain of 1.2% and 1.8%, 
respectively, our method consistently outperforms these 
methods, particularly when compares to the other two 
current state-of-the-art methods ML-GCN and SSGRL. 

5 CONCLUSIONS 

In this paper, we propose a multi-stage semantic 
attention with transformer for Multi-label image 
classification (MSAT) framework. MSAT utilizes the 
twins-transformer's own multi-stage mechanism to fuse 
image features and label features. We also employ a 
standard transformer decoder for deeper fusion of the two 
features. In addition, we designed a semantic attention 
module to further help fuse the global context between 
images to obtain a better feature representation. The 
experimental results on the voc2007 dataset show that the 
MSAT model has some improvements over the classical 
deep multi-label image classification model, and the 
experiments demonstrate the effectiveness of the MSAT 
model. 
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