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Abstract. How to identify high-value customers among the massive customer 
base and achieve precise marketing and service is the current challenge facing 
securities and futures companies. The traditional method of dividing customer 
groups according to the amount of assets is more based on experience and not 
accurate enough. The goal of the research is to explore if machine learning al-
gorithms can solve the above problem. In this study, a K-means clustering 
model is built to categorize individual customers into different groups based on 
their behavior. The Elbow method and Gap Statistics are used to determine 7 as 
the best number of clusters, and the corresponding K-means model is able to 
group customers in a more accurate way with regard to client total contribution 
to the firm’s revenue. Later, a gradient boost algorithm on a decision tree is de-
veloped to quantitatively score customers based on a weighted average of vari-
ous dimensions. The 2 most important dimensions are net retained transaction 
fees and assets according to the model. These 2 models can help improve the 
accuracy of locating key customers compared to traditional methods. 

Keywords: Target customer locating, Customer classification, Customer rank-
ing, K-means clustering, Gradient Boosting Algorithm 

1 Introduction 

With the rapid development of the domestic financial market, the number of custom-
ers in the securities and futures industry has expanded exponentially. How to identify 
high-value customers and achieve precise marketing and service is the current chal-
lenge facing securities and futures companies. Generally speaking, securities and 
futures companies divide customers into groups according to the amount of assets. In 
practice, the number of groups and the boundaries for groups are based on experience 
and are highly arbitrary. Most of the time, changes in customers’ assets are highly 
random, making it difficult to divide customers and resulting in poor division accura-
cy. To solve the above problems, machine learning algorithms and statistical models 
for customer analysis were introduced. 

In this study, a desensitized data set is provided by a major company in the securi-
ties and futures industry. The data set contains information on the company’s 91, 592 
futures customers with the following dimensions (all currencies in Chinese Yuan): 
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1. Asset: total asset in the customer’s account 
2. Margin: margin withheld for trading activities 
3. Profit/Loss: profit or loss from trading activities 
4. Profit/Loss ratio: profit/loss divided by asset 
5. Traded Amount: total amount traded 
6. Turnover rate: traded amount divided by asset 
7. Number of orders: number of orders submitted 
8. Number of cancellations: number of orders canceled 
9. Cancellation rate: the number of cancellations divided by the number of orders 

10. Transaction fees: total transaction fees paid by the customer to the company 
11. Exchange transaction fees: the amount of fee paid by the company to exchanges 
for facilitating trades 
12. Net retained transaction fees: transaction fees minus the exchange transaction 
fees 
13. Zero-interest rebate: interest revenue generated by the company with the cus-
tomer’s asset 
14. Exchange-returned transaction fees: the amount of transaction fees returned by 
the exchange to the company as a promotion to help securities and futures companies 
15. Total contribution: total revenue of the company generated by this customer 

The goal of the research is to categorize individual customers into different groups 
based on their behavior, known as customer classification. Then a ranking system will 
be developed to quantitatively score customers to help the firm accurately locate tar-
get customers.  

Traditional classification method based purely on assets is built by dividing asset 
levels into 7 categories using a median value and standard deviation. This method can 
vaguely distribute customers into a few different groups but is not accurate regarding 
generalizing total contribution within each group. Also, the number of customers in 
each group is highly uneven. A K-means algorithm is trained to classify customers 
based on more dimensions. The Elbow method and Gap Statistics are used to deter-
mine the number of clusters, which is 7 for this K-means model. The model better 
classifies customers and performs better when using different groups to estimate total 
contribution. 

For customer ranking, a gradient boost algorithm on decision tree is fitted using 
total contribution as the dependent variable and all other dimensions as independent 
variables. This model calculates the relative importance of each dimension on total 
contribution, showing that net retained transaction fees and asset are the 2 most in-
fluential dimensions. A model to estimate existing and new customers’ total contribu-
tion is then built based on the result of the gradient boosting model. 

2 Literature review 

Maintaining and providing high-quality service to high-value customers is widely 
regarded as the focus of marketing strategies [1][2]. To conduct effective target mar-
keting, retailers must adopt different methodologies for identifying high-value cus-
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tomers [3]. Machine learning has been one of the useful tools in customer segmenta-
tion and trend exploration. For instance, retail companies will select product ambas-
sadors from existing consumers before the launch of new products. Based on their 
previous purchase patterns, companies can determine who would most likely respond 
to the company's potential offerings by statistical prediction models [4]. Christy et al 
illustrated that a thorough grasp of customer needs is provided by segmentation, 
which helps increase company's revenue [2]. Uladzimir et al also point out that good 
client segmentation can save marketing costs by targeting clients worthy of such 
marketing activities [5]. 

There are a number of studies on client segmentation. RFM (Recency, Frequency, 
and Monetary) values of the customers can be used for the segmentation of clients of 
a firm [2]. K-means and similar clustering algorithms have been applied to retail 
consumers to explore hidden behavioral trends [6]. However, the securities and fu-
tures industry is unique compared to other industries. Clients have more diverse 
backgrounds and trading behaviors are normally difficult to forecast. This study will 
focus on client segmentation in this industry. 

Client ranking is another common method applied by companies for multiple pur-
poses. A previous study by Shih and Liu adopted the analytic hierarchy process 
(AHP) to calculate the relative importance of RFM variables contributing to customer 
lifetime value (CLV), which can then be used to build the CLV ranking of customers 
[7]. Moreover, boosting algorithms like XGBoosting and LightGBM have been uti-
lized to predict client loyalty for a financial company [8], showing the advantage of 
related models. 

3 Customer Classification 

The purpose of customer classification is to precisely group customers using machine 
learning algorithms. Machine learning can be divided into supervised learning, unsu-
pervised learning, and semi-supervised learning. The difference between supervised 
learning and unsupervised learning is that unsupervised learning has no category la-
bels, and there is no distinction between training sets and test sets. In comparison, 
supervised learning generally has category labels and a clear reference standard. 
Training set can be obtained for supervised learning, and testing set can be generated 
from the training set by methods such as bootstrap for calculation of corresponding 
misclassification rate. In reality, there are very few customers with their own labels, 
and it is difficult to know whether a given customer is a high-value one or a low-value 
one. The distinction between these 2 types of customers is difficult to quantify. It is 
not universal to determine customers’ type merely based on asset. High-value cus-
tomers do not necessarily have high transaction frequency. Instead, if customers are 
defined in terms of total contribution to the transaction fees, high-value customers 
often are not those who have the biggest amount of assets, but those who possess a 
decent amount of assets and trade frequently. Hence, when classifying customers, 
unsupervised learning should be the mainstay. However, customers in the securities 
and futures market are unique: most of the company's customers are non-trading 
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small-asset customers, and customers who account for less than 10% of the compa-
ny's total customers often contribute more than 90% of the transaction fees. There-
fore, for this data set, it is difficult to analyze with conventional statistical methods. 
Special attention should be paid to applicability when choosing an algorithm. 

3.1 Traditional Classification Method 

The traditional grouping is to group customers with similar asset values together and 
segment the customer group horizontally. Generally speaking, it is believed that cus-
tomers with similar assets amount have similar total contributions and can be regard-
ed as equivalent customers for contact and analysis, thereby greatly improving the 
efficiency of serving customers. The company's original division boundaries on cus-
tomer assets are below 1 million, 1-3 million, 3-5 million, 5-10 million, 10-50 mil-
lion, 50-100 million, and more than 100 million yuan. Although this classification 
method seems reasonable, it lacks theoretical support. A better classification method 
is to group by z-score based on normal distribution. Clients are sorted according to 
the transaction fees in descending order, divided into 10 groups each contributing to 
10% of the total transaction fees, and counted by the number of contributors as well 
as the asset value of these customers. The following results are obtained: the five 
customers with the highest transaction fees make up 10% of the sum of total contribu-
tion. The 6th -15th make up the second 10%. Similarly, 16th -29th, 30th -48th, 49th 
-72nd, 73rd -109th, 110th -178th, 179th -337th, 338th -900th make up 10% of the 
sum respectively. These 900 customers are accounted for 90% of the sum of total 
contribution. Among these 900 customers, the customer with the largest total contri-
bution value of 31,373,994 yuan has an asset of 477,740.8 yuan, and he/she is not one 
of the largest clients judging by the asset. This may be because the customer has gen-
erated a lot of transaction fees and then withdrew capital, resulting in fewer remaining 
assets. It is also possible that the customer has a high frequency of transactions. In 
addition, most transaction fees came from customers with assets between 100,000 
yuan and 3 million yuan. Some customers with more than 3 million yuan in assets 
generated a large amount of fees, but many contributed little or even zero. For cus-
tomers below 100,000, most of them paid no transaction fee at all. A customer with 
an asset of 470,000 is taken as the median value. Each customer is standardized based 
on assets and split based on how many standard deviations they are from the median 
value (one group for each standard deviation away). The following is the result of this 
classification method: 

Table 1. The proportion of People in Each Standard Deviation Away from the Median Asset 
Value (470,000 yuan) (Self-Generated) 

Assets (yuan) The proportion of People in This Group 
[0, 1300.7) 84.8% 
[1300.7, 477740.8] 14.4% 
[477740.8, 1332556] 4.5% 
[1332556, 2189687] 1.1% 
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[2189687, 3012670] 0.05% 
[3012670, max) 1.3% 

3.2 K-means Algorithm Grouping 

However, if the classification only uses assets as the criterion without considering the 
influence of other factors, it will lead to a lack of critical information. The classifica-
tion threshold is also prone to large fluctuations. Therefore, we introduce K-means 
clustering. This method randomly selects K data points as the centroid. It then calcu-
lates Euclidean distance from other data points to the centroid and takes the Sum of 
Squared Error (sum of squared error) as the objective function. The algorithm iterates 
continuously to minimize the sum of squared errors, thereby getting mul-
ti-dimensional clustering results. The difficulty of this algorithm lies in determining 
the K value, which is the initial number of centroids. Other data points will be con-
tinuously clustered around the K centroids to form K clusters, and these K clusters 
will each be a customer group. The Elbow method and gap statistics are commonly 
used to determine K. 

Elbow Method. 
The Elbow Method involves drawing the objective function values for different K. 

As the K value increases, the objective function tends to decrease. The K value cor-
responding to the position where the objective function decreases the most is the el-
bow value. The corresponding graph is shown in Figure 1, where X-axis denotes dif-
ferent K values, and the corresponding objective function is shown in the curve. 
Based on the figure, K=7 is the elbow value for this K-means clustering method. 

 
Fig. 1. Within-Cluster Sum of Squares vs. Number of Clusters for K-means Algorithm 

(Self-Generated) 
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Gap Statistics. 
In addition, the K value can be determined by Gap Statistics. The algorithm of Gap 

Statistics was invented by several professors led by Tibshirani from the Department 
of Statistics of Stanford University. The algorithm finds the smallest K that satisfies: 

 Gap(K)>Gap(K+1)−sK+1 (1) 

Where 

 Gap(K)= 1/B b(logSSEK∗(b))−logSSEK (2) 

B is the iteration number and s is the standard deviation. The image obtained with 
Gap Statistics is as shown in Figure 2. Obviously, the minimum K value that meets 
the requirements of this algorithm is also 7. Whether it is the traditional grouping by 
asset method or the machine learning method, both point to K=7 as the optimal num-
ber of clusters. Therefore, it is more reasonable to divide customers into 7 groups. 

  

Fig. 2. GapK vs. K for K-means Algorithm (Self-Generated) 

3.3 K-means Classification Result 

After the number of clusters is selected, the K-means algorithm is applied to classify 
customers. The resulting data visualization is shown in Figure 3. The larger the range 
of the ellipse, the greater the change in the covered dimension values. The darker the 
color, the greater the number of customers. 
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Fig. 3. Principle Component Visualization for K-means Algorithm (Self-Generated) 

Generally, the cluster obtained by the K-means algorithm tends to be circular. In other 
words, K-means is normally more accurate for data sets whose data distribution is 
close to circular. The particularity of customer data determines the data point distribu-
tion is not circular, so the K-means algorithm has limitations. Moreover, the classifi-
cation result returned by K-means is a local minimum of the loss function, not a glob-
al minimum. However, the advantage of K-means is that it has an objective function, 
and by optimizing this function, the clustering can be made more accurate. This is 
where K-means differs from other unsupervised learning algorithms. Hierarchical 
Clustering is another unsupervised clustering algorithm, which creates a hierarchical 
nested cluster tree by calculating the similarity between data points of different cate-
gories. The algorithm has no objective function but can cluster datasets with different 
distributions. For example, the single linkage method in Hierarchical Clustering can 
cluster data sets with a "S" shaped distribution, while the complete linkage method 
can make the number of points in each cluster tend to be uniform. However, due to 
the particularity of customer data, Hierarchical Clustering could not solve the problem 
of significant differences in the number of customers in each cluster. Centroids in-
formation for 7 clusters from K-means algorithm is shown in Table 2. 

Table 2. Centroids for 7 K-means Cluster (Self-Generated) 

 Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7 
Asset 22,841,5

96.2 
11,864,2
78.7 

24,412,3
64.2 

47,820,0
97.4 

121,805.
2 

12,195,5
47.6 

9,205,02
2.7 

Margin 9,425,35
3.82 

4,753,46
2.03 

13,103,1
57.47 

12,919,8
84.24 

43,524.9
6 

6,380,02
5.50 

4,681,76
3.12 

Profit/Loss 2,205,73
6.86 

22,320,2
85.0 

35,293,5
70.0 

17,245,8
86.25 

-7,099.1
4 

1,726,01
3.51 

5,507,42
6.89 

Profit/Loss 
ratio 

102.56 455.06 160.12 173.42 -8.37 49.99 145.16 
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Traded 
Amount 

36,830,4
93,272 

323,500,
000,000 

548,000,
000,000 

160,833,
333,333 

30,484,8
68 

12,612,6
98,760 

76,856,4
28,404 

Turnover 
rate 

2,003,10
3.48 

7,557,06
8.12 

2,537,83
0.89 

4,679,90
1.65 

28,645.7
4 

1,161,72
3.66 

2,970,49
5.26 

Number of 
orders 

182,539 607,391 1,463,37
9 

349,789 293 70,597 271,256 

Number of 
cancella-
tions 

78,222 113,039 528,171 71,397 182 38,626 109,980 

Cancellation 
rate 

30.43 18.94 23.75 20.61 4.90 36.91 31.21 

Transaction 
fees 

2,148,63
5.81 

20,747,2
77.40 

26,833,8
05.34 

9,070,44
6.71 

2,937.54 819,167.
37 

4,016,06
4.84 

Exchange 
transaction 
fees 

2,083,88
4.42 

20,198,1
94.72 

26,119,4
86.78 

8,827,80
1.07 

2,402.81 764,446.
43 

3,903,18
8.73 

Net retained 
transaction 
fees 

57,658.1
2 

491,575.
48 

546,765.
06 

179,026.
71 

447.95 40,860.0
8 

85,275.1
2 

Ze-
ro-interest 
rebate 

77,286.8
7 

12,250.7
9 

0 295,671.
92 

165.29 13,171.9
5 

7,996.60 

Ex-
change-retu
rned trans-
action fees 

791,177 7,248,11
0 

1,042,41
0 

2,667,67
4 

229 177,778 1,509,91
7 

Total con-
tribution 

392,816.
94 

2,287,71
3.29 

1,462,73
3.52 

1,990,47
7.33 

2,554.23 287,878.
08 

371,348.
03 

In Table 2, the multidimensional clustering result shows that the fifth group con-
sists mostly of low-value customers, judging from the centroid having a low total 
contribution value. The numbers of customers in these groups are basically equal 
except for the fifth group, which accounts for 90% of the total number of customers. 
Thus, when looking for high-value customers, the fifth group can be ignored. The 
company can focus more on serving the other six categories of customers. In addition, 
customers’ characteristics are quite different even for the other groups. For example, 
customers of the first group are not as valuable as customers of the second group 
despite having a larger amount of assets. Total contribution value for the centroid of 
group 1 is only about one-tenth of that for group 2. This shows that the second group 
of customers is likely to be the company's highest-value customers. 

Furthermore, from the perspective of assets, we can simply divide corporate cus-
tomers into three categories: those with assets below 100,000 yuan, those with assets 
ranging from 100,000 to 1 million yuan, and those with assets above 1 million yuan 
based on the result of K-means. Such results also illustrate the unreliability of the 
traditional classification method, which put customers under 1 million all into one 
group. Hence, we found that the seemingly reasonable traditional classification 
method has little reference value. Although the clustering method based on machine 
learning is not necessarily the most accurate, it considers the information of all di-
mensions and provides the company with a more scientific classification of custom-
ers. 
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4 Customer Ranking 

4.1 Gradient Boosting Algorithm 

Ranking is to compare the value of different customers. By selecting relevant predic-
tors as indicators, customers can be segmented vertically and scored to establish an 
evaluation system. This would also help the firm to accurately locate target custom-
ers. Specifically, each dimension should be used as an indicator for evaluating cus-
tomer value. However, different dimensions have different importance. For example, 
in terms of customer evaluation, according to experience, transaction fees and asset 
should be the two most important dimensions, while cancellation rate and turnover 
rate are not as important. To quantitatively determine the importance of each dimen-
sion in evaluating customers, statistical methods need to be applied. With the relative 
importance of each dimension, customers can simply be scored by a weighted average 
of these dimensions. Since the same metrics are used, the difference in scores is 
comparable. For example, a customer with a weighted score of 85 is more important 
than a customer with a score of 75. Therefore, the difficulty of evaluating customers 
lies in how determining the weights of each dimension. For customer ranking, total 
contribution is used as a dependent variable, and other customer dimensions are used 
as independent variables to build a model to compare the impact of different dimen-
sions on total contribution. Commonly used methods to obtain corresponding dimen-
sion weights include random forest and gradient boosting. Both methods are decision 
tree-based algorithms. A decision tree is a predictive model that represents a mapping 
between object attributes and object values, and each bifurcation path represents a 
possible attribute value. Although the random forest and boosting algorithms are both 
based on decision trees, the difference between them is that the random forest is ob-
tained by applying the bagging method to the decision tree and adding randomness. 
The number of decision trees is large in a random forest model, generally more than 
5000, to reduce the possibility of overfitting. In comparison, the number of trees in 
the gradient boosting algorithm is generally less than 5000, so there is a higher possi-
bility of overfitting. However, the boosting method will redistribute the weights at 
each step, reducing the influence of extreme values and generalization error, so it can 
measure the importance between variables more accurately. In addition, the boosting 
algorithm will learn through continuous repeated training to reduce prediction error in 
the learning process as much as possible. Also, there is only one tuning parameter in 
random forest, namely, cost ratio, but there are 3 in boosting algorithm, namely inter-
action depth, cost ratio, and learning rate. Thus, boosting algorithms are more accu-
rate than random forests in determining the relative weights of predictors. Conse-
quently, gradient boosting is selected as the model for ranking of customers. The 
Gradient Boosting algorithm needs to assume the data distribution. For this model, 
total contribution is assumed to follow the normal distribution.  
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4.2 Gradient Boosting Result 

From validation, the gradient boosting algorithm needs to use 2420 trees to optimize 
fitting, and the obtained dimension relative importance (weight) distribution diagram 
is shown in Table 3: 

Table 3. Dimension Names and Their Relative Importance in Gradient Boosting Model 
(Self-Generated) 

Dimension Name Relative Importance 
Net retained transaction fees 36.8% 
Asset 25.2% 
Transaction fees 13.3% 
Exchange transaction fees 9.26% 
Profit/Loss 5.66% 
Exchange-returned transaction fees 2.63% 
Zero-interest rebate 2.40% 
Cancellation rate 1.43% 
Traded Amount 1.36% 
Margin 0.97% 
Number of cancellations 0.62% 
Profit/Loss ratio 0.25% 
Number of orders 0.07% 
Turnover rate 0.03% 

It is not difficult to find that when total contribution is used as the reference stand-
ard, the two variables that have the greatest impact on evaluating customers are net 
retained transaction fees and asset, which is consistent with common sense. After 
fitting of the boosting algorithm, it is known that the weights of asset and net retained 
transaction fees are 25% and 36% respectively. These specific data will allow compa-
nies to analyze customer value with greater precision. Moreover, a formula for calcu-
lating customer value can be generated: 

Value =  Net retained transaction fees ∗ 0.36 +  Asset ∗ 0.25 +
 Transaction Fees ∗ 0.13 +  Exchange transaction fees ∗ 0.093 +  Profit/Loss ∗
0.057 +  Exchange returned transaction fees ∗ 0.026 + Zero_interest rebate ∗
0.024 −  Cancellation rate ∗ 0.014 +  Traded Amount ∗ 0.013 +  Margin ∗
0.0097 +  Number of cancellations ∗ 0.0062 +  Profit/Loss Ratio ∗ 0.0026 +
 Number of orders ∗  0.0007 +  Turnover Rate ∗ 0.0002  (3) 

This formula can quantify customer value to the company by scoring, and the scores 
can be used to compare differences between different customers. 

Additionally, the relationship between different variables and total contributions 
can be explored through the partial importance plot as shown in Figure 4. As ob-
served from Figure 4, dimensions including assets, transaction fees, margins, etc. 
have a strong positive correlation with customers’ total contribution when their value 
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is small. In contrast, the Profit/Loss and Profit/Loss ratio only have a significant cor-
relation with total contribution when they accumulate to a certain extent. The cancel-
lation rate and the contribution tend to change inversely. When the cancellation rate is 
higher, the customer's contribution is lower, which is in line with experience. The 
trends of the number of orders submitted and turnover rate are less important because 
the weights of these two variables are too low. 

 
Fig. 4. Partial Importance Plot from Gradient Boosting Model showing total contribution’s 
relationship with different variables, with Y-axis being total contribution and X-axis being 

different variables (Self-Generated) 
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5 Discussion 

Customer classification and ranking models established by the method of machine 
learning can reasonably group and score a large number of customers with complex 
characteristics. Previous parts of this paper illustrate how the K-means classification 
model and gradient-boosting ranking model are superior to traditional methods. With, 
these models still have certain limitations. 

First, in the absence of customer labels, only unsupervised clustering can be per-
formed instead of more accurate supervised learning for customer classification. Pop-
ular classification methods in supervised learning include support vector machines, 
neural networks, decision trees, random forests, logistic regression, etc. These meth-
ods are generally more accurate than unsupervised learning because the correspond-
ing misclassification rate can be calculated using those models. Commonly used 
clustering methods for unsupervised learning include K-means, K-medoids, entropy 
clustering, and mutual information-based clustering methods. Out of them, entropy 
clustering and mutual information clustering are often used in data sets that mainly 
explore data associations, such as in prescription analysis and consumer behavior 
analysis. In contrast, K-means and K-medoids are often used in datasets where dis-
tances between points can be calculated. The difference between the two is that 
K-means is a mean-based algorithm, while K-medoids is a midpoint-based algorithm. 
Since most customers are non-transaction customers, the data set has more extreme 
values than normal. For this kind of data set, the clustering results of K-medoids algo-
rithm are slightly better than K-means. More specifically, the number of customers 
scattered in each group will be more uniform. However, the K-medoids algorithm is 
not suitable for processing big data analysis. When the number of customers is very 
large, either the K-medoids algorithm cannot converge, or the calculation is too 
time-consuming. In summary, the K-means algorithm is more suitable for customer 
clustering. 

In terms of ranking, total contribution is not a measured variable. It is evaluated 
through a certain formula including related variables such as transaction fees and 
Zero-interest rebate. Thus, it is difficult to assume independence among variables. 
This also leads to the inaccuracy of the algorithm itself, which is equivalent to forcing 
the use of supervised learning in an unsupervised environment. In addition, the inde-
pendent variables are not independent of each other. For example, assets, transaction 
fees, and exchange-returned transaction fees have a positive correlation. Thus, it is a 
topic worthy of further study whether it is appropriate to use the gradient boosting 
algorithm under the Gaussian distribution on the premise that the independent varia-
bles cannot be assumed to be independent of each other. If Adaboost algorithm is 
used, the assumption of independence of independent variables can be avoided. 
However, Adaboost requires a binary dependent variable, and it is difficult to convert 
total contribution to binary. If the assumption of Gaussian distribution is retained, we 
can solve the multi-collinearity problem between independent variables through the 
method of principal component analysis. However, the disadvantage of principal 
component analysis is that the transformed independent variables will lose its original 
meaning, and the relationship between the independent variable and the dependent 
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variable cannot be explained. If Lasso Regression is used, too few independent varia-
bles will be kept in the model. Many independent variables not statistically significant 
will be deleted, which is also not ideal. To sum up, although the Gradient Boosting 
Method under the Gaussian distribution has some drawbacks, it is difficult to find a 
perfect algorithm for regression analysis of customer data. 

6 Conclusion 

It can be seen from the above analysis that customer classification and ranking can be 
quantitatively researched through machine learning methods. A scientific and rea-
sonable evaluation system can be established based on statistical algorithms, which 
save a lot of marketing costs for the company by finding the company's target cus-
tomers more efficiently. The company can then better serve target its customers and 
optimize resource allocation. This machine-learning-based customer classification 
and ranking model should be promoted in the information technology departments 
and retail business departments of major securities and futures companies. 
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