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ABSTRACT 
Data on the number of palm oil tree plantations on cultivated land is essential in a company's cultivation activities. 
Limitations of collecting data number of palm oil trees using the terrestrial method are the effectiveness of times, in 
terms of costs, and coverage area. Utilization of remote sensing with aerial imagery and deep learning method could 
present the results more efficiently. This research aims to detect and calculate the number of palm oil trees using the 
You Only Look Once (YOLO) version 3 architecture object detection model based on remote sensing imagery. The 
aerial image is collected using the Unmanned Aerial Vehicle (UAV) to train and validation the model. The detection 
results by the model are stored as a shapefile for further processing using the Quantum Geographic Information System 
(Q-GIS) to determine the number and display the detection results of palm oil trees. The total number of objects detected 
as trees through the model is 559 palm oil trees. The actual number of palm oil trees recorded was 590 palm oil trees. 
Based on the Mean Average Percentage Error (MAPE) value obtained, which is 0.057627, it shows that the model built 
is good and can be used to estimate the number of palm oil trees. In the future, evaluation and optimization of the model 
can be carried out by adjusting the number of iterations and increasing the amount of training data.  
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1. INTRODUCTION  

Agricultural sector in Indonesia has been developing 
very quickly until now, especially in the plantation sub-
sector where palm oil is the largest commodity. Palm oil 
in Indonesia has become an essential crop or commodity 
for food, energy, and international trade [1]. Due to world 
population growth and efforts to reduce the use of fossil 
fuels, the demand for palm oil is high and will continue 
to increase. Therefore, palm oil companies and 
plantations must increase productivity through work 
efficiency and effectiveness. 

Data on the number of palm oil tree plantations on 
cultivated land is essential in a company's cultivation 
activities. Palm oil companies use that data for various 
cultivation activities, including planning irrigation 
activities, predicting palm oil production, and knowing 
the growth rate of palm oil trees after planting [2, 3]. 
Usually, collecting data number of palm oil plantations 

trees is calculated manually (the terrestrial method). 
However, that method has some limitations in terms of 
cost, time effectiveness, and coverage area [4]. 

The utilization of remote sensing is becoming 
increasingly popular for many activities, including 
detecting and counting trees automatically [5]. Remote 
sensing methods such as satellite imagery and aerial 
photography can provide more detailed data spatially and 
temporally with lower unit costs than terrestrial methods 
[6]. In addition, remote sensing methods and object 
detection techniques on computer vision technology can 
be a solution for calculating the number of palm oil trees. 
One of these technologies has been introduced in 
previous studies using the deep learning (DL) 
convolutional neural network (CNN) method to detect 
and count the number of palm oil plantations in Malaysia 
[7]. 
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CNN is the most widely used model for computer 
vision, especially with the ability to detect objects with 
high accuracy and minimal user intervention [8]. Image 
recognition using CNN provides better results than other 
object-based image analysis (OBIA) methods [9]. In 
addition, the development of DL shows the superiority of 
the object detection model in identifying complex 
patterns in image data [10]. 

In several previous research, the object detection 
model also rapidly developed to obtain the most optimal 
model for detecting and counting palm oil trees. These 
studies used various object detection models, namely the 
CNN model in Malaysia [7], the CNN Regression model 
in Algeria [11], the Faster R-CNN model in Malaysia 
[12], and the Mask R-CNN model to calculate the palm 
trees based on drone video using [13]. The object 
detection model is still developing into the You Only 
Look Once (YOLO) model.  

YOLO is a single-stage object detection architecture. 
This study uses the YOLO v3 architecture to detect an 
object in the form of a palm oil tree. This architecture can 
identify more than 80 different objects in a single image. 
This architecture has better capabilities at different scales 
and can reduce the error rate [14]. This architecture has 
DARKNET-53, with 53 layers, which are much deeper 
than the previous version and have shortcut connections. 
Moreover, this architecture is more powerful for 
identifying even small objects from images [15]. YOLO 
v3 architecture also has advantages in detection speed 
while maintaining a specific Mean Average Precision 
(mAP), is relatively easy to modify, and has a faster 
computation time [16]. 

Based on the advantages of remote sensing and the 
YOLO v3 object detection model, this research aims to 
detect and calculate the number of palm oil trees using 
the You Only Look Once (YOLO) v3 object detection 
model. In addition, this research also uses the Quantum 
Geographic Information System (Q-GIS) application for 
counting palm oil trees detected by the model and 
evaluating the system. 

2. MATERIAL AND METHOD 

2.1. Counting System  

This research was conducted to develop an automatic 
counting system for palm oil trees based on aerial 
imagery in one of the palm oil plantations in Deli 
Serdang, North Sumatra, Indonesia. The developed 
YOLO v3 object detection model implement to detect 
palm oil trees in the related area. 

Figure 1 shows a schematic of an automatic counting 
system for palm oil trees based on remote sensing 
imagery using the deep learning method with the YOLO 
v3 object detection model. Google Collaboratory is used 

to design the model that can be run for free and supported 
by high computing resources Graphic Processing Unit 
(GPU) and Tensor Processing Unit (TPU) from Google 
server and run directly from browser software [17]. 
Besides, the aerial image dataset is collected using the 
Unmanned Aerial Vehicle (UAV) in GeoTIFF format 
and then exported into PNG format. The image dataset is 
used to train and validate the model. Finally, the model is 
ready to detect palm oil trees, and the results are stored in 
a shapefile for further processing using Q-GIS to 
determine the number and display the results of palm oil 
plant detection. 

 
Figure 1 Schematic of counting system for palm oil tree. 

2.2. Experiment Setup 

Figure 2 shows the flow of the experimental stages. 
Aerial images saved in PNG format are cut into sections 
and resized to 1000 x 1000 pixels. The training dataset is 
536 images and the validation dataset is 59 images. Each 
training and validation image is labeled for each tree. 
Labels are created using the LabelImg 1.8.6 application 
and stored in a single CSV file as annotation data for 
training data sets. Next, training datasets and annotations 
are used to train YOLO v3 in the TensorFlow framework. 
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Figure 2 Flow of the experimental stage. 

The training process applies convolution with 
predefined filters and weights following the YOLO v3 
architecture. This stage produces a feature map that will 
be subject to max pooling. This feature map can be input 
for the next convolution layer. After going through all the 
convolution and pooling processes, the feature map will 
enter the deconvolution layer. At this stage, the feature 
map is unpooled. After going through all the 
deconvolution and unpooling processes, the feature map 
value will be used as a reference for the classification 
process with sigmoid activation. 

After getting the class prediction from the data, that is 
found a difference between the predicted and actual class. 
Backpropagation is used to adjust the weight and bias 
parameter for minimized that difference. This process is 
repeated until the condition is met, that is when the 
maximum iteration has been reached.  

Then, the model result is tested using the validation 
dataset, followed by an evaluation of the model. If the 
model shows correct fitting, then the model is ready to be 
used to detect palm oil trees from aerial photo images. 
The detection results are saved into shapefile (.shp) for 
computation in the Q-GIS software. 

3. RESULT AND DISCUSSION 

Figure 3 shows the loss as one of the parameters 
obtained from the learning process. Loss in the model 
consists of training loss and validation loss. Training loss 
is the error value generated from the training process 
using the training dataset. The training loss graph shows 
a moving curve that decreases significantly from iteration 

0-2, then slowly decreases until it tends to be flat when it 
reaches the 10th iteration. This study uses ten iterations 
because the process has shown a saturation value (a value 
indicating that the model no longer does the learning 
process). Based on the graph, the object detection model 
learns the training data well enough, so there is no 
underfitting. Underfitting conditions occur if the loss 
value does not decrease, and the curve tends to flatten 
since the first half of the iteration [18]. 

While validation loss is the error value generated from 
the trained model with the training dataset. The validation 
loss graph shows a drastic decrease in the 1-2 iterations. 
The validation loss value fluctuated from the 4th iteration 
and decreased again in the 8th iteration. If the validation 
loss curve starts to increase while the training loss curve 
decreases, that indicates model over-fitting. In this 
condition, the model can read and study the training data 
but can't detect new data (validation data). Therefore, this 
study only used ten iterations to avoid overfitting 
conditions [19]. 

 

 

Figure 3 Training and validation loss. 
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Figure 4 The result of palm oil tree detection. 

Figure 4 shows the detection results of the developed 
system. The red bounding boxes indicate the detected 
palm oil trees and the blue dots indicate palm oil trees not 
detected by the model. Q-GIS software is used to 
visualize the results with an overlay process between the 
aerial image in GeoTIFF format and the results of the 
object detection system [7]. 

Table 1. Number of palm oil trees and MAPE 

Number of trees (prediction) 556 
Number of trees (actual) 590 
MAPE 0.057627 

Table 1 shows the number of trees detected by the 
model (prediction), the actual number of trees, and the 
result validation test. From the description of the attribute 
data obtained in the Q-GIS software, the total number of 
objects detected as trees through the model is 559 palm 
oil trees. Q-GIS software is used for the manual 
calculation to know the accuracy of the prediction, 
between the total number of trees from the object 
detection model and the manual counting data as the 
actual number of trees. Manual calculation successfully 
detected 590 palm oil trees. 

MAPE = &
'
∑ )*+,-+
*+
)'./&    (1) 

 
Thus, a validation test can be carried out with the 

Mean Average Percentage Error (MAPE) in Equation 1, 
between the number of predicted and actual trees. The 

MAPE test results show an error in prediction results of 
the number of trees detected by the model with reality. 
The smaller the MAPE value (closer to 0) indicates that 
the model made can represent the actual condition. Based 
on previous research on palm oil trees detection, the 
MAPE value of 0.057627 or 5.76% shows that the current 
results of the system built have the potential to be applied 
[11]. 

4. CURRENT CONCLUSION 

The system for calculating the number of palm oil 
trees based on aerial imagery developed using the deep 
learning YOLO v3 object detection model can be used to 
estimate the number of palm oil trees. The validation test 
for MAPE results is 0.057627 or 5.76%, indicating that 
the model in the calculation system has the potential to 
detect palm oil trees. In the future, evaluation and 
optimization of the model can be carried out by 
increasing the number of iterations and evaluating the 
amount of training data. 
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