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ABSTRACT 
Several factors influence plant growth, including sun intensity, nutrient content, soil moisture, temperature, genes, and 
hormones. Many studies have been carried out in constructing plant growth models to simulate plant growth in 
different treatments. This study aims to develop a mathematical model with a linear regression approach and an 
artificial neural network. This research method used an experimental design using three treatments consisting of 
control (T1), 50% shade (T2), and 80% shade (T3). Each treatment had five replications of the chili plant. The tools 
and materials used were red chili (Capsicum annuum L.) seeds of 30 DAP, a greenhouse of 3 x 3 meters, a drip 
irrigation control system, 25 x 30 cm polybags, and fertile soil media. The results showed that linear regression 
models of the 1st and 2nd order could be used to predict plant growth with an average RMSE value of 1.53. In contrast, 
the use of artificial neural networks showed a smaller RMSE value of 0.12 which means that the artificial neural 
network method was better at predicting plant growth. 
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1. INTRODUCTION 

Red chili is a horticultural product that has an 
essential role in Indonesia. Red chili was once a 
contributor to inflation in Indonesia in 2018, which was 
from 0.0.7% to 0.2% in 2019. The chili trade still has 
fluctuating prices; under certain conditions, the price of 
chili is high, and on other occasions, the price drops 
[1,2]. 

Red chili production is determined by plant growth. 
Plant growth is influenced by internal (genes) and 
external (climate) factors [3]. Climatic conditions 
following chili plants' growth will produce optimal 
production. The previous researcher explained that 
tomato plant height was positively correlated with yield 
[4][5][6]. These studies are also supported by other 
studies that demonstrate that the increase in the height 
of red chili plants by 21.8% can improve production by 
20.2% [7]. 

Plant growth data can be used to make a model to 
predict plant growth. Many previous studies have 
carried out models for predicting plant growth. The first 
researcher made a chili plant growth model using the 
linear regression method [8], the other developed a 
regression model to predict pepper plant growth [9], and 
the last created a lettuce growth model using Artificial 
Neural Network (ANN) [10]. Furthermore, the ANN 
and the regression model can also predict the Ajowan 
(Carum copticum L.) plant oil content [11]. 

In this study, the linear regression model and the 
ANN model were used to predict the growth of red chili 
plants. The best model was then applied to predict red 
chili plants' growth from these two models. 
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2. MATERIALS AND METHODS 

2.1. Experimental details 

This research was carried out in the Banguntapan 
area, Bantul, Special Region of Yogyakarta, with the 
coordinates 7°50'23.1"S 110°22'47.5"E from February 
2021 to April 2021. Chili plants were planted inside a 
60 m2 screen net greenhouse, as shown in Figure 1. 
Outside the greenhouse, a control treatment of the chili 
plant was placed. 

 
Figure 1 The screen net greenhouse 

The type of chili used in this research was Ta-Nvi 
curly chili seeds produced by Scani Seed Indonesia. The 
plant media used came from Citra Organic Gro, made 
by CV. Citra Berlian Indonesia. Chili plants were 
planted in polybags 25 x 30 cm. The irrigation system 
used a drip irrigation system consisting of a 3/4-inch 
pipe, 12-hole manifold with a diameter of 7 mm, HDPE 
(high-density polyethylene) hose with a diameter of 7 
mm, manual valve, and an emitter with a diameter of 7 
mm. The microclimate was observed in the field using a 
set of monitoring systems based on Arduino 
microcontrollers with temperature, humidity, and light 
intensity sensors. The monitoring system used sensors 
that have also been carried out by previous researchers 
[12][13]. Measuring plant height was conducted using a 
ruler. 

The research design used 3 (three) types of 
treatment, i.e., control, 50% of shade, and 80% of shade. 
The data parameters in this study were temperature, 
humidity, light intensity, and plant height. Microclimate 
data were collected every 5 minutes, then averaged in 
the morning, afternoon, and evening for each treatment 
until 95 days. Plant height was measured weekly using a 
random sample from three chili plants for each 
treatment. Figure 2 shows the research flow chart. 

 

 
Figure 2 Experimental research flow chart 
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2.2. Mathematical model design 
This research built a mathematical model based on 

plant growth. The regression equation model is a simple 
form and is one of the models commonly used in 
multivariate statistical analysis [14]. This model 
measured plant growth based on a close relationship 
between actual plant growth as the dependent variable 
and other components as independent variables. The 
suitable regression model measured plant growth 
accurately; therefore, finding the best regression model 
to determine plant growth was necessary.  

The linear regression model (y = a + bx) has a 
positive correlation between the dependent variable (y) 
with the independent variable (x) for any available 
independent variables. However, some regression 
models do not always show a positive correlation. The 
2nd order regression (y = ax2 + bx + c) has a maximum 
point, so there will be a negative correlation after 
passing the maximum point. The 3rd order regression (y 
= ax3 + bx2 + cx + d) also has a turning point which 
causes the modeling to be biased to achieve its 
maximum point. Therefore, the multiplication of leaf 
length and width data in the 2nd and 3rd order regression 
modeling must be limited so that the correlation has no 
bias and is always positive [15,16,17]. Generally, the 
higher the order of the regression model, the better the 
model in data forecasting, as presented in previous 
research [18]. 

Besides using a regression model, this study used an 
Artificial Neural Network (ANN) model. ANN is 
defined as an information processing system with 
performance characteristics based on the modeling of 
biological neural systems through the approach of 
biological computation properties [19]. ANN is an 
alternative solution in discriminant analysis with non-
linear functions or non-linear regression models [20]. 
The advantage of this method is that no assumption is 
needed where the data does not have to be normally 
distributed multivariate or does not require a model yet 
superior due to its high accuracy [21]. ANN consists of 
several neurons or nodes or processing elements, and 
there is a relationship between these neurons. Neurons 
transform the information (signals) received through the 
output path to other neurons; this relationship is known 
as weight [22]. Figure 3 is a simple structure of ANN 
with its activation function. 

 
Figure 3 ANN structure 

One of the ANN models used to solve the problem 
in this research was the Back Propagation Network. The 
backpropagation algorithm architecture consists of three 
layers, i.e., the input layer, the hidden layer, and the 
output layer. There was no computing process at the 
input layer, but there was a transmission process of the 
input signal x to the hidden layer [23]. There was a 
computational process on the weights and biases in the 
hidden and output layers. The amount of output from 
the hidden and output layers was calculated based on 
certain activation functions. This backpropagation 
algorithm used a binary sigmoid activation function 
since the expected outcome was between 0 and 1. 
Figure 4 shows the backpropagation architecture. 

 
Figure 4 The backpropagation architecture 

The performance of ANN-backpropagation can be 
affected by the number of iterations and the 
performance of the goal. Furthermore, the length of 
training before the termination condition is reached also 
determines its performance. To observe the network 
response, other data that is not executed to train the 
network is used, which is commonly called test data 
(validation data). The network can be trained 
continuously until the training data pattern is recognized 
perfectly, but this does not guarantee that the network 
will be able to identify the test data pattern correctly 
[23]. 

2.2.1. Accuracy and error testing 
At this stage, the obtained prediction results were 

analyzed by observing the accuracy level and error in 
the system. Testing aimed to determine whether the 
input, process, and output work systems were in 
accordance with the expected goals. RMSE (Root Mean 
Square Error) was used to calculate the error value. The 
RMSE value indicates how much error in the prediction 
result is compared to the actual value. The RMSE was 
calculated using the absolute error in each period 
divided by the amount of data observed for the 
appropriate period. The smaller the RMSE value, the 
better the prediction performance [24]. The RMSE 
formula can be seen in equation 1. 

 

               (1) 
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In creating the model, several stages were carried 
out, i.e., data collection, initial processing, plant growth 

prediction, accuracy test, and implementation, as shown 
in Figure 5. 

 

Figure 5 Design of red chili (Capsicum annuum L.) plant growth mathematics model  

3. RESULTS AND DISCUSSION 

The growth of red chili plants was measured in each 
treatment, i.e., control, 50% shade, and 80% shade. The 
three treatments showed that plant growth was 
positively correlated with time. Figure 6 shows the 
growth of the red chili plant. 

Plant growth in the control treatment was almost the 
same as in the 80% shade treatment. The control 
treatment had a plant height of 62.1 cm, the 50% shade 
treatment was 55.4 cm, and the 80% shade treatment 

was 59.6 cm. Plants in the 50% shade treatment had the 
lowest plant height compared to other treatments. In this 
condition, this indicated that the 50% treatment was not 
suitable for the red chili plants' growth, as well as in the 
80% shade treatment, although they had almost the 
same plant height as the control treatment, this growth 
was not good because of the lack of light (etiolation) 
[25]. This phenomenon occurs due to the presence of 
non-green plastids (etioplasts) in plant tissues [26], as 
the light level is too low for chloroplast maturation   
[27]. 

 
Figure 6 Data of plant height on different treatment 

Chili plant growth data in each treatment was then 
constructed into a mathematical model using the 
regression and ANN models. The regression model used 

linear and polynomial regression of 2nd order, while the 
ANN model developed was simple, with only one input 
and one output. 
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Figure 7 Plant growth model on different treatments using linear regression: (a) control, (b) 50% shade, (c) 80% 
shade 

The comparison of the regression model between the 
actual and predicted values can be seen in Figure 7. 
These results show that the linear regression model for 
the control treatment, 50% shade treatment, and 80% 
shade treatment has a coefficient of determination (R2) 
of 0.97, 0.95, and 0.97, respectively, and the second-

order polynomial model gives the coefficient of 
determination (R2) of 0.99, 0.99, 0.99. The value of the 
coefficient of determination closest to the value of 1 
means it has a better model [28]. The regression model 
equation for each treatment can be shown in Table 1. 

 
Table 1. The regression equation model for each treatment 

No Treatment  Regression equation  
Linear Regression  RMSE 2nd order polynomial regression RMSE 

1 control y=3.2241x+25.7682  2.83 y=-0.11996x2+4.78354x+22.12955  1.73 
2 50% shade  y=2.611x+27.821  3.74 y=-0.16531x2+4.75987x+22.80682  1.28 
3 80% shade y=2.9829x+27.4697  3.25 y=-0.14503x2+4.86826x+23.07045  1.60 
 

Table 1 shows that the smallest RMSE value of the 
three treatments is the 2nd-order polynomial regression 
model. The smaller the RMSE value, the better the 
resulting model. However, the polynomial regression 
model shows a negative constant value, which means 

that the plant height will decrease or die at a specific 
time in accordance with the phytohormone that controls 
plant physiological action [29]. The relationship that 
describes the actual plant growth with the predicted 
plant growth is shown in Figure 8. 

 

Figure 8 Actual and predicted plant growth using the linear regression model: (a) control, (b) 50% shade, (c) 80% 
shade 

Plant Growth Prediction Model of Red Chili (Capsicum Annuum L.)             23



 

 

The architecture of red chili plant growth prediction 
using simple ANN can be seen in Table 2. This study 
used several variations of the hidden layer to get the 

best predictive value. The trial-and-error method was 
applied to determine the number of hidden layers. 

 
Table 2. RMSE value in each treatment with hidden layer variations 

Treatment RMSE 
1-3-1 1-5-1 1-7-1 

control 0.294 0.140 0.157 
50% shade 0.160 0.161 0.165 
80% shade 0.321 0.315 0.082 
 

The RMSE results from the three treatments show 
differences in the values of each architecture. The 
smallest RMSE value was obtained in the architecture 
using 5 (five) hidden layers in the control treatment, i.e., 
0.140. In the 50% shade treatment, the smallest RMSE 
value was obtained in the architecture using 3 (three) 
hidden layers, i.e., 0.160. The last treatment is 80% 
shading, with the smallest RMSE value obtained on the 
architecture using 7 (seven) hidden layers, which is 
0.082. Figure 9 shows a simple ANN architecture with 
hidden layer variations. 

In the case of simple ANN used in this study, there 
was no difference between the data being trained and 
the data being tested because only 12 plant growth data 
were used. Likewise, the normalization and 

denormalization processes are also not used in this study 
because the data used as input has the same degree as 
the output data. It was explained that normalization is 
needed if input and output data are not uniform, so it 
needs to be converted into an index whose values range 
from 0 to 1 [30]. 

The comparison using the regression model with the 
ANN model showed that the ANN model was better at 
predicting the growth of red chili plants. The average 
RMSE value in the ANN model of 0.127 is smaller than 
the average RMSE value in the 2nd-order polynomial 
regression model of 1.53. The following is a comparison 
of the actual plant growth value with the predicted plant 
growth from the results of the ANN model, as presented 
in Table 3. 

 

(a) 
 

(b) 

 

(c) 

Figure 9 ANN model of various hidden layers: (a) three hidden layers, (b) five hidden layers, (c) seven hidden layers 
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Table 3. Data of actual and predicted plant growth 

Week Actual plant height (cm) Predicted plant height (cm) 
control 50% shade 80% shade control 50% shade 80% shade 

1 27.8 28.3 28.8 27.80 28.30 28.80 
2 31.0 31.3 32.4 31.00 31.28 32.39 
3 34.9 35.1 35.8 34.89 35.07 35.79 
4 38.6 38.9 38.5 38.60 39.09 38.49 
5 43.1 42.6 44.0 43.07 42.17 43.90 
6 44.9 44.3 46.2 44.97 44.78 46.20 
7 49.9 48.1 50.6 49.73 47.78 50.60 
8 54.3 50.8 53.8 54.63 50.92 53.67 
9 57.4 53.3 55.6 56.85 53.24 55.91 
10 57.4 54.5 57.9 57.82 54.49 57.69 
11 59.3 54.9 59.1 59.18 55.05 58.94 
12 62.1 55.4 59.6 62.10 55.27 59.76 

 

The ANN model's coefficient of determination value 
(R2) in control, 50% shade, and 80% shade treatment 
was 0.99, 0.99, and 0.99, respectively. From the three 
treatments, the R2 value is close to 1; this result means 
that the ANN model is perfect for predicting plant 
growth. However, to produce a better result, based on 
previous research, the genetic neural network prediction 
model could be used to improve the neural network 
prediction model [31].  

4. CONCLUSION 

Plant growth prediction can be modeled using 
regression models and ANN models. The results 
showed that the ANN model had an average RMSE 
value of 0.127, and the average RMSE value of the 
regression model was 1.53. The smaller the RMSE 
value, the better the model, so the ANN model is better 
at predicting plant growth than the regression model. 
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