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ABSTRACT 
Chili is a horticultural crop that has high economic value in Indonesia. The productivity level of chili in the country is 
not proportional to the level of consumption, one of the causes is malnutrition. Each plant requires different amounts 
of macronutrients and micronutrients to support plant growth and development. Chili plants that lack or excess 
macronutrients show different visual symptoms. Digital Image Processing is a non-destructive method that is useful 
for determining plant health conditions based on visual symptoms of chili leaves. The combination of digital image 
processing and learning methods such as the Support Vector Machine (SVM) helps classify the types of macronutrient 
deficiencies in order to obtain a nutrient solution. In this study, there are several stages in determining macronutrient 
deficiencies in chili plants, namely image acquisition, pre-processing, feature extraction, to classification using SVM 
with several kernels. Based on the experimental results in this study, the SVM method can help modern farmers to 
determine the health condition of plants non-destructively with 97.76% accuracy using a Polynomial kernel. Applying 
this system to an intelligent farming system is expected to support the realization of precision agriculture in Indonesia. 

Keywords: Image Processing, Machine Learning Algorithm, Nutrient Deficiency, Color Feature 
Extraction, Classifier. 

1. INTRODUCTION 

Chili is a horticultural crop with high economic 
value in Indonesia [1]. However, the productivity level 
of chili in the country is not proportional to the level of 
consumption [2]. One of the causes is crop failure due 
to pests and plant diseases due to the provision of 
nutrients that are not following plant needs [3], [4]. 

Plants need macronutrients and micronutrients to 
support plant growth and development [5]. There are 4 
phases: the embryonic phase, the juvenile phase, the 
production phase and the senile phase [6]. If the 
nutrients given are not following the growth and 
development phase, the plant cannot grow properly and 
even die [7]. There are two methods to determine the 
health condition of plants based on the lack of 
macronutrients, namely destructive and non-destructive 
methods. Destructive methods such as testing in the 
laboratory have weaknesses in the form of a length of 
time, queue length, number of repetition samples, and 
human error. Therefore, non-destructive methods are 

needed to determine the health condition of plants 
quickly without damaging the chili plants [8]. 

Digital Image Processing (DIP) is a non-destructive 
method that is useful in the case of classifying plant 
diseases based on their lack of macronutrients [8]. DIP 
processes certain information in an image. The 
information is in the form of object color information, 
object shape, object geometry, and others [9]. Chili 
plants with nutrient deficiency show specific visual 
characteristics such as changes in leaf color, texture, 
leaf tip, and others [2]. Leaf color is the most easily 
observed visual feature, even in the early stages of 
macronutrient deficiency [10], [11]. 

Leaf color information has been used to classify 
diseases and macronutrient deficiencies in various 
plants [12], [13]. Several studies have identified 
nitrogen deficiency in rice, tomato, and maize using the 
RGB and HSV color spaces[10], [12]–[14]. In addition, 
Cucumber and Olive tree plants also use statistical 
values from the RGB, HSV, and YGB color spaces[8]. 
Color space channel information can also represent 
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other features such as texture, such as using RGB 
values to identify macronutrient deficiencies in Mango 
plants [15], [16]. 

Several machine learning methods can help to 
determine the type of macronutrient deficiency. They 
are Artificial Neural Network (ANN), K-Nearest 
Neighbor (KNN), Naïve Bayes, and Support Vector 
Machine (SVM)[8], [11], [17]. SVM provides 
promising results compared to several other ML 
methods in identifying macronutrient deficiencies in 
multiple plants based on color statistical 
information[18],[19], [20]. 

The proposed of this study is to do classification of 
deficiency of 4 types of macronutrients in chili plants 
based on the image processing in determining the type 
of macronutrients deficiency, namely data acquisition, 
preprocessing, image segmentation of chili plant 
leaves, feature extraction with various color channels, 
and classification using Support Vector Machine 
(SVM) as machine learning methods. This study 
selects the best channel and SVM kernel based on their 
accuracy for classifying macronutrient deficiencies in 
chili plants in the form of healthy, phosphorus 
deficiency, magnesium deficiency, and sulfur 
deficiency. 

2. RELATED WORK 

Classification of macronutrient deficiencies based 
on leaf image data has been widely carried out [6], [8]. 
Some studies use features such as color, shape, texture, 
morphology, and so on [9], [21]. Color is the useful 
information because it can be seen visually [10], [22]. 
In addition, several digital image processing methods in 
collaboration with machine learning have also been 
widely used to classify macronutrient deficiencies in 
plants based on color information [8], [23], [24]. 

Healthy leaves are usually standard green in color 
[13]. However, leaves that lack macronutrients such as 
nitrogen has discoloration such as turning yellow [25]. 
Research [10], [13] identifies nitrogen deficiency in rice 
based on RGB and HSV colors. The result is that the 
HSV color model produces a higher accuracy, up to 
86%. Research [26] used the HIS/HSL color model. 
Research xx identified diseases on banana leaves by 
comparing the YUV, CIELAB, YCbCr, and HSV color 
space models[27]. The result is YUV color space 
followed by a final conversion to RGB shows the best 
result. Another study converts RGB to grayscale YCbCr 
and HIS. The best component in HIS is the I 
component, while in YCbCr, it is the Cr component 
[20]. 

RGB and HSV color values can be directly 
processed using the rule-based method [10], [13]. 
However, this method is challenging to apply to high- 

dimensional data. One method that can be used is the 
learning method. Learning methods, decision trees, and 
Naïve Bayes were used to identify olive trees based 
onthe RGB, HSV, and YGB color models. As a result, 
ML produces the highest accuracy, reaching 97% [8], 
[24], [17] study about the classification of 
macronutrient deficiency and MLP give the best 
performance, with 83.33% of accuracy. RFT, Naive 
Bayes, and SVM have been compared in other studies 
and SVM deliver the best performance [28]. In 
addition, research [20] also compares the use of deep 
learning methods with and without a combination of 
SVM. The result is that the combination with SVM 
increases accuracy by up to 12%. 

SVM with various kernels has been tested. SVM 
works very well on high-dimensional datasets. SVM 
using kernel technique must map the original data from 
its original dimension to another relatively higher 
dimension. SVM does not involve all training data in 
the training process [29]. SVM has several kernels that 
can be used. At [30] Polynomial kernel with a soft 
margin produces the best performance with 95% correct 
classification compared to the other types of Kernel 
function. The RBF kernel produced the best result in xx 
with 80% accuracy [31]. 

Therefore, this paper tries to find a color channel 
that produces high performance based on our data. Then 
also look for the best SVM kernel based on specific 
color channels and its hyperparameters to produce high 
accuracy. The purpose is to classify four types of plant 
conditions such as healthy, phosphorus, magnesium, 
and Sulphur. Plant condition can be known well even 
though it is only based on color characteristics. 

3. PROPOSED METHOD 

 

Figure 1 Macronutrient deficiency classification 
stages 

Classification of types of macronutrient deficiencies 
based on the image of chili leaves can be done through 
several stages. This study carried out six stages: data 
acquisition, preprocessing, segmentation and 
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augmentation, color feature extraction, classification 
using Support Vector Machine (SVM), and model 
evaluation using Confusion Matrix. The flow of these 
stages is shown in Figure 1 and is explained in detail in 
the following sub-section. 

3.1. Data Acquisition and Preprocessing 

Data acquisition is the process of collecting image data 
in certain environmental conditions [2], [8]. In this 
study, leaf data was obtained with a specific scenario. 
There are four classes: Healthy, Phosphorus, 
Magnesium, and Sulphur. Leaf data for each class can 
be seen in the following figure. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2 Data acquisition result of : (a) Healthy leaf, (b) 
Mg deficiency, (c) Sulphur deficiency, and (d) 
Phospohor deficiency. 

Data acquisition took place in daylight, with bright 
and not foggy conditions. The single leaf of the plant is 
placed on a white background in varying lighting in the 
range of 8000-10000 Klux. The 32 MP of smartphone 
camera was used for acquisition. The distance and angle 
of retrieval of each data are the same. In this research, 
preprocessing is done by rotating some non-uniform 
data. The example in Figure 2 (d) is rotated to the left 
by 90 degrees to normalize the leaf position. 

3.2. Segmentation and Data Augmentation 

Segmentation is the process of separating objects 
from the background [15], [32]. In this study, 
segmentation was performed using the colorspace 
method. The colorspace method in segmentation is a 
method of grouping colors on a particular object [33]. 
The flow chart of the segmentation process is shown in 
Figure 3 below. 

Chili leaf RGB data is converted to L*a*b. Then the 
colorspace is done with the lower limit value of 120 and 
the upper limit value of 235. In this study, the 
information taken only comes from channel *a. The 
results of channel *a are dilated with a kernel size of 
5x5 for three iterations. Then erosion is carried out for 
five times iterations. Pixel values less than 45 will be 

considered 0, while more than 45 will be considered 1. 
The result will be bitwise_and and masked with the 
original image. The segmentation results will be saved 
as a new image file. 
 

Figure 3 Segmentation flow chart 

Augmentation is the process of multiplying data by 
performing certain variations [34], [35]. In this study, 
each class was augmented until each class reached 1000 
data. Augmentation takes place using tools in the form 
of ImageDataGenerator [2], [34], [36]. Several 
variations were made: rotation up to 40 degrees, shear 
range of 0.2, the zoom range of 0.2, and brightness in 
the range of 0.5 to 1.10. The results of the augmentation 
data can be observed in Figure 4. below. 
 

 

Figure 4 Augmentation data result 
 
3.3. Color Feature Extraction 

Chili plants that are deficient in certain macronutrients 
show different visual characteristics. Color is a feature 
that can be used as information on the visual 
characteristics of an object. In this study, there are 
eight color space models compared. The eight-color 
space models are as follow. 
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3.1.1. RGB 

The camera type commonly used for capturing 
images in farming environments is RGB [8]. The RGB 
image colour extraction process uses Eq. (1)-(3). It 
shows that R is the value of the red component, G is the 
value of the green component, and B is the value of the 
blue component. 

 

 
Figure 5 RGB channel result 

3.1.2. HSV 

Each color component in the HSV color space has 
main characteristics: Hue, Saturation, and Value [37]. 
According to Crane, Hue refers to colors known to man, 
such as red and green. Saturation states the degree of 
purity of a color or how much white light is mixed with 
Hue. Value states the intensity of the object's reflection 
received by the eye [31], [38]. The components of HSV 
are obtained from the RGB color conversion that has 
been searched as shown in equations (4) – (7). 

 

 

Figure 6 HSV channel result 

3.1.3. HSI/HSL 
The HIS color components H, S, and I represent 

Hue, Saturation and Intensity [39]. The difference 
between HSL and HSV is that a color with maximum 
lightness in HSL is pure white, but a color with 

maximum value/brightness in HSV is analogous to 
shining a white light on a colored object (e.g. shining a 
bright white light on a red object causes the object to 
appear still red, just brighter and more intense, while 
shining a dim light on a red object causes the object to 
appear darker and less bright [40]. 

 

 
Figure 7 HSL/HSI channel result 

3.1.4. YCrCb 

Y′ is the luma component and Cr are the blue- 
difference and red-difference chroma components. Y′ 
(with prime) is distinguished from Y, which is 
luminance, meaning that light intensity is nonlinearly 
encoded based on gamma-corrected RGB primaries. 
The formula to convert the YCrCb value from RGB is 
shown in Equation (11) – (13). 

 

 
Figure 8 YCrCb channel result 

3.1.5. YUV 
The YUV model defines one luminance component (Y), 
that means physical linear-space brightness, and two 
chrominance components called U (blue projection) and 
V (red projection) respectively. It can be used to 
convert to and from the RGB model, and with different 
color spaces [27]. The formula convert RGB color 
model to YUV shown in Equation (14) - (16). 
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Figure 9 YUV channel result 

3.1.6. XYZ 

Three-dimensional cartesian coordinate system axes 
visualize XYZ labelled X, Y, and Z. In the XYZ color 
space, Y corresponds to relative luminance; Y also 
carries color information related to the eye's "M" 
(yellow-green) cone response. X and Z carry 
additional information about how the cones in the 
human eye respond to light waves of varying 
frequencies. The formula to convert the RGB color 
model to XYZ is shown in Equation (17) - (19). 

 

 
Figure 10 XYZ channel result 

3.1.7. LUV 

LUV color space is simply the brightness and 
chroma. For example, white is a bright color, while 
gray is considered a less bright white. In other words, 
the chromaticity of white and gray are the same, 
but the brightness is different. In this color space, "L" 
represents brightness, "U" and "V" represent 
chroma [4]. The chroma range is -100 to +100, and the 
range of brightness is 0 to 100. The formula to convert 
LUV from XYZ show on (20)-(23). 

 

 
Figure 11 LUV channel result 

3.1.8.  Lab 

Lab expresses the color in three values. L* for the 
luminosity from black (0) to white (100), a* from 
green (-) to red (+) and b* from blue (-) to yellow 
(+). Each a* and b* are found in the range of ± 
127[27]. CIELAB was designed so that the same 
amount of numerical change in these values 
corresponds to roughly the same amount of visually 
perceived change [42]. The formula to covert Lab 
from XYZ color model is show on (24) - (26). 

 

 
Figure 12 Lab channel result 

Each color space is analyzed for statistical 
characteristics. Statistical characteristics are calculated 
in the form of Mean, standard deviation, and 
skewness for each channel [43]. The Mean is the 
average value, the standard deviation is the statistical 
value used to determine the closeness of the statistical 
sample to the average of the data, and skewness is the 
level of asymmetry or the distance of symmetry from a 
distribution. The formula for calculating Mean, 
standard deviation, and skewness is shown in Equation 
(27) - (29). 

 

 
The result of the feature extraction process is nine 
statistical information from a leaf object. The statistical 

568             D. Rahadiyan et al.



characteristics for each channel are the mean, standard 
deviation, and skewness. Examples of feature extraction 
results and labels are shown in Table 1. Where label 1 
represents a healthy condition, label 2 represents a 

phosphorus deficiency condition, label 3 represents a 
magnesium deficiency condition, and label 4 represents 
a sulfur deficiency condition. 

Table 1. Statistical feature as a feature extraction result 
Channel R Channel G Channel B 

Label 
μ σ Skewness μ σ Skewness μ σ Skewness 

8.796 20.791 1.269 17.729 35.931 1.480 2.944 9.341 0.945 1 

23.234 39.447 1.767 37.321 58.474 1.914 3.302 8.976 1.104 2 
18.653 29.416 1.902 32.388 48.152 2.017 4.157 8.558 1.457 3 
10.446 26.449 1.184 14.952 34.176 1.312 4.157 12.431 1.003 4 

 
3.4. Support Vector Machine (SVM) 

SVM is a method for classifying by separating data 
based on a hyperplane. An illustration of hyperplane to 
separate dataset is shown in Figure 12. Many machine 
learning techniques have been developed with the 
assumption of linearity so that the resulting algorithm is 
limited to linear cases [30]. The linear function of SVM: 

 
 

Figure 13 Possible decision limits for the dataset [30] 

SVM can work on non-linear data by using a kernel 
approach to the initial data features of the data set. 
Kernel function maps a data set's initial dimension 
(lower dimension) to the new dimension (relatively 
higher dimension) [29], [44]. This study compares three 
kernels for each color channel statistical information: 
Linear kernel, Radial Basic Function (RBF), and 
Polynomial kernel. 

The linear Kernel function works for linearly 
separable data, while polynomial kernel functions 
for hard and soft margins deal with nonlinear separable 
patterns. Different Kernel function gives different 
optimal hyperplane [30]. The linear and polynomial 
kernels have the same formula as shown in Equation 
(32). When d = 1, it becomes the linear kernel.  

 

RBF is the default kernel used within the sklearn’s 
SVM classification algorithm tools and can be described 
with the following Equation (33) below 

 
||x – x’||2 is the squared Euclidean distance between two 
feature vectors (2 points). Gamma (γ) is a scalar that 
defines how much influence a single training example 
(point) has. 

3.5. Confusion Matrix for Model Evaluation 

The confusion matrix is a representation used to 
evaluate model learning methods [2]. Table 2 shows the 
confusion matrix representation. 

The True Negative (TN) value is data that is 
correctly classified as negative or false output. True 
Positive (TP) is data that is correctly classified as 
positive or actual output. False Positive (FP) is data that 
is classified incorrectly if the output is positive or true. 
False Negative (FN) is data that is classified incorrectly. 
Parameters that can be calculated based on these criteria 
in this study are as follows. 

Table 2. Confusion matrix representation 
 Prediction Class 

Positive Negative 
Actual 
Class 

Positive TP FN 
Negative FP TN 
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Table 3. Classification result of macronutrient deficiency 

Color model SVM Kernel Accuracy Precision Recall 
Train Test Train Test Train Test 

HSL Linear 93.21% 92.55% 93.11% 92.96% 92.88% 91.35% 
Polynomial 98.62% 97.75% 99.05% 98.32% 98.05% 97.51% 
RBF 97.84% 91.80% 98.73% 91.18% 98.47% 90.25% 

HSV Linear 87.81% 88.05% 87.86% 88.42% 88.53% 89.82% 
Polynomial 90.23% 89.53% 91.24% 90.27% 91.18% 90.16% 
RBF 90.01% 85.37% 97.87% 87.24% 97.82% 86.73% 

LAB Linear 87.81% 88.06% 88.51% 88.25% 88.91% 89.54% 
Polynomial 88.25% 88.38% 89.39% 89.41% 88.49% 88.04% 
RBF 86.79% 81.67% 87.20% 82.93% 87.38% 81.27% 

LUV Linear 86.94% 86.14% 87.03% 86.95% 87.85% 86.65% 
Polynomial 95.56% 92.99% 96.65% 93.72% 95.71% 92.99% 
RBF 84.81% 80.48% 85.19% 80.38% 85.09% 80.33% 

RGB Linear 86.94% 86.14% 87.47% 86.40% 87.63% 86.85% 
Polynomial 95.63% 93.29% 95.71% 93.19% 95.29% 92.17% 
RBF 90.34% 78.99% 87.35% 79.31% 86.65% 79.48% 

YCbCr Linear 85.93% 84.05% 86.68% 84.77% 86.17% 83.79% 
Polynomial 92.80% 92.10% 93.20% 92.54% 93.44% 92.82% 
RBF 88.96% 84.35% 89.64% 84.12% 89.72% 84.61% 

YUV Linear 88.25% 87.63% 89.31% 88.48% 88.38% 87.43% 
Polynomial 95.30% 94.91% 95.77% 95.23% 95.32% 95.37% 
RBF 90.78% 87.68% 91.53% 87.99% 91.56% 87.55% 

XYZ Linear 88.21% 87.96% 88.02% 88.84% 89.25% 88.61% 
Polynomial 95.41% 93.29% 95.21% 93.65% 95.88% 93.29% 
RBF 91.01% 84.50% 91.64% 84.01% 91.51% 84.14% 

 

4. EXPERIMENTAL RESULT 
AND DISCUSSION 
The main purpose of this study is to classify the 

plant health condition using digital image processing 
and SVM as a machine learning method. The first 
step of the classification stage is to split processing 
corn leaf images for training and testing. Four classes 
are analyzed, each consisting of 950-1050 data. 
Training and testing data are divided by a ratio of 
80% for training and 20% for testing [17]. 

Eight types of color space models were compared 
using the SVM method. The eight-color spaces are 
HSL, HSV, LAB, LUV, YUV, RGB, XYZ, and 
YCbCr. Each color model was trained using SVM 
with parameter values C=1, degree = 3 , and γ =0.1. 
Then the three types of SVM kernels are compared to 
see the best performance in each color space. The 
results of the model performance are shown in Table 
3. 

Based on table 3, each color model produces a 
different performance, as well as the use of the kernel 
type. The HSL color model generally performs better 
than the other seven color space models. The test 
accuracy is 92.55% for the linear kernel, 97.75% for 
the polynomial kernel, and 91.80% for the RBF 
kernel. HSL's lightweight dimensions resemble 
varying amounts of black or white paint in the mix. 

These saturated colors have a brightness of 0.5 in 
HSL. Unlike HSV, where color with maximum 
value/brightness is analogous to shining a white light 
on a colored object, the color with maximum 
brightness in HSL is pure white [39]. The data in this 
study was taken during the daywhen there is more 
white light. Therefore, HSL produces better 
performance compared to HSV and other color 
models. 

The polynomial kernel produces the best 
performance compared to the linear and RBF kernel. 
It is because of polynomial is an SVM kernel that can 
solve problems with non-linear data [30]. Even the 
polynomial kernel outperforms the other two kernels 
in each class. For the Healthy class, the polynomial 
kernel produces the same accuracy as Linear, which 
is 0.99. In the Phosphorus deficiency class, the 
Polynomial kernel excels with an accuracy of 1.00, 
followed by two other kernels producing the exact 
value of 0.97. For the Magnesium deficiency class, 
the poly kernel produces accuracy much different 
from the other two kernels, reaching 0.14. In the 
Sulphur class, the polynomial kernel still 
outperformed at 0.95, followed by two other kernels 
with the same value of 0.88. However, there are 
weaknesses in the polynomial kernel. The 
disadvantage of the polynomial kernel compared to 
other kernels is that the kernel requires a longer 
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computation time. 

Table 4. Combination of hyperparameter value result using Polynomial kernel 
Color Model Parameter Accuracy Precision Recall 

degree C Train Test Train Test Train Test 
HSL 3 1 98.69% 97.76% 99.38% 98.29% 98.14% 97.91% 

3 0.5 98.58% 97.72% 98.26% 98.25% 98.08% 97.83% 
3 0.1 98.69% 97.75% 99.15% 98.17% 98.03% 97.77% 
2 1 98.21% 97.75% 98.27% 97.75% 97.81% 97.02% 

2 0.5 98.13% 97.61% 96.33% 97.18% 97.41% 96.90% 
2 0.1 98.24% 97.17% 97.96% 97.43% 97.78% 96.32% 

 

 
(a) 

 
(b) 

 
(c) 

Figure 14 Confusion matrix result of: (a) Linear kernel, 
(b) RBF kernel, and (c) Polynomial kernel. 

The next test is the variation of parameter 
values in SVM using the Polynomial kernel. 

Two varied parameters are the value of C and 
degree. The value of C was varied in 3 values, 
namely 1, 0.5, and 0.1, while the degree value 
was varied in 2 values, namely 2 and 3. The 
results of the variation in parameter values are 
shown in Table 4. 

Based on table 4, variations in kernel values in 
this study affect changes in the values of accuracy, 
precision, and recall but are not significant. Even 
in the variation of the value of degree= 2 and 
degree=3 with parameter C = 1 has a similar value 
of testing accuracy, which is 0.01% different. In 
addition, based on the results of variations, the 
parameters degree = 3 and C = 1 produced the 
best results in terms of accuracy, precision, and 
recall compared to other variations. Even the 
testing precision reaches 98.29%. Although 
degree=3 and C=1 show the best results, other 
parameters can still be used because the difference 
in results is not too far. The confusion matrix for 
the results of the degree = 3 and C = 1 can be 
observed in Figure 14 below. 

 
(a) 
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(b) 

Figure 15 Confusion matrix result of macronutrient 
deficiency classification for C=1 and degree=3, (a) 
without normalization, (b) with normalization. 

5. CONCLUSION 
Chilli plants' classification conditions can be 

overcome by color characteristics using the Support 
Vector Machine (SVM). This study compares eight 
color models: RGB, HSV, HSL, YCbCr, L*a*b, YUV, 
XYZ, HSL, and LUV. Based on experiments, HSL 
produces the highest result compared to other color 
models. This study also compares several SVM 
kernels. They are linear, polynomial, and RBF. The 
best performance is given to the polynomial kernel 
SVM method with an accuracy of 97.76% using 
degree=3 and C=1. For further study, we plan to 
analyze the combination of features to produce higher 
performance in future research. 
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