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Abstract. Stock return forecasting has always been a popular research topic in 
the stock market. This paper adopts three models, including linear regression, 
decision tree, and gradient boosting approaches, to predict the eighth day's stock 
return of Netflix stock based on its last seven days' stock return, based on the 
price data of Netflix stock from 2002 to 2021. Prediction results and model per-
formances are compared with the five-fold cross-validation and Python score 
method. The results indicates that the linear regression model is the best model 
for predicting Netflix-type stocks’ return on a long-term scale and has no sharp 
nor abnormal fluctuations. This research result enriches the existed stock return 
forecasting literature and provides a certain revelation for investors towards pre-
dicting stock return growth trends and stock investment values accurately. 

Keywords: Stock return forecast; Linear regression; Decision tree; Gradient 
boost; k-fold cross-validation. 

1 Introduction 

The stock market is prevalently defined as unstable and hard to predict, which seems 
reasonable as factors that could affect a stock's return are somehow uncertain. Some 
doctrines also argue that market returns and developments are not predictable based on 
past data [1]. A portion of the public believes those factors include the economic con-
ditions of the company issuing the stocks, policy trends, and market participants' atti-
tudes, which mutually influence each other, are hard to trace or monitor, which makes 
predictions hard to get start with [2]. However, previous research indicates that the 
stock market's possible movement and the near-future trend are predictable with mod-
elling methods as factors like those rarely affect the monthly and daily stock market 
return [3]. 

Numerous researches have indicated that the stock market has certain regularity and 
volatility. Under different circumstances, the market will tend to show various patterns. 
Based on the market transaction data of NYSE stock from 1980 to 1984, a study shows 
that the daily variability of its return in a minute followed a U shape pattern [4]. A 
recent discovery illustrates that stocks that have been negatively affected by the 
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COVID-19 epidemic recover in a V or L shape, depending on their financial stress [5]. 
More general examples also include that the stock market return has turned out to be 
typically higher at the beginning of a day's stock market and at the end of it based on 
the data from 1964 to 1989 [6].  

All those results are obtained based on different investigations the public have made 
with the historical data. And that is when machine learning comes into the public. Ma-
chine learning methods and techniques enable people to gather and reorganize the data 
throughout time, investigate its possible internal structure, and even make predictions. 
Nowadays' research has already proved that machine learning methods could help pre-
dict stock return with relatively high accuracy [7]. The properties of different data may 
vary, but a corresponded strategy for making predictions based on it could always be 
found or developed. 

This paper uses three approaches, Linear Regression, Decision Tree, and Gradient 
Boosting, to predict the Netflix stock return's growth trend based on the data from 2004 
to 2021 collected by Yahoo Finance. Using the time series split approach, the whole 
data is segmented into a training set and a test one for machine learning models' training 
and evaluating purposes. This study aims to predict the growth proportion of Netflix 
stock return on the eighth day using its daily growth proportion in the last seven days 
as an input source, where the daily growth proportion of the stock return is calculated 
by 

𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑐𝑙𝑜𝑠𝑒𝑑 𝑝𝑟𝑖𝑐𝑒−𝑜𝑝𝑒𝑛 𝑝𝑟𝑖𝑐𝑒

𝑜𝑝𝑒𝑛 𝑝𝑟𝑖𝑐𝑒
                                      (1) 

Meanwhile, comparing the three different models' effectiveness in predicting the daily 
growth proportion of the stock return. 

The remaining part of this paper is organized follows.  Section 2 is a general presen-
tation of three machine learning methods, including linear regression, decision tree, and 
gradient boost methods. Section 3 is an illustration of the design of the experiment and 
the used dataset, along with some graphical presentation of the results. Section 4 com-
pares the performances of the three models and discusses the potential factors causing 
the result to be like that. Section 5 is the overall conclusion of this research, along with 
some future exploration expectations. 

2 Machine learning methods 

In order to predict the Netflix sock return growth, this study uses linear regression, 
decision tree, and gradient boost methods. 

2.1 Linear Regression Method 

The linear regression method always comes along with a linear assumption. When ap-
plying the linear regression method to the data, the assumption that the relationship 
among the target variables is linear will be automatically imposed on the data. But 
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sometimes, the relationship may not hold for the used data. Meanwhile, the problem of 
overfitting occurs a lot with the linear regression model [8].  

The concepts of linear regression can be further divided into simple linear regression 
and multiple linear regression. A simple linear regression is defined as a linear regres-
sion with a single independent variable, while the multiple linear regression is the term 
standing for a linear regression which includes multiple independent variables. Each 
independent variable within the regression works as a predictor. Usually, 𝑌 denotes the 
dependent variable, and 𝑥 stands for the independent one. The basic formula to show 
how linear regression works is, 

𝑌{𝑖} = 𝛽{0}𝑋{𝑖,0}
+ 𝛽{1}𝑋{𝑖,1}

+ ⋯ + 𝛽{𝑘}𝑋{𝑖,𝑘}
+ 𝜀{𝑖}                         (2) 

where 𝑖 is for indexing purposes, and 𝑘 stands for a random index that is smaller than 𝑖 
but bigger than the previous ones. The 𝛽 here is the unknown linear regression coeffi-
cient. If 𝛽 equals zero, the dependent variable has no linear relationship to the inde-
pendent one. 𝜀 stands for the error term with an expectation value that equals zero. 
When discussing multivariate or multidimensional problems along with time series, the 
model needs to be considered in terms of a vector concept [9]. 

2.2 Decision Tree Method 

The decision tree approach here is for prediction purposes. Based on data collected in 
the past, the decision tree model can make predictions about future data. A decision 
tree model always includes multiple nodes and branches. Each node contains one re-
quirement. If the requirement is met, the data proceed to another node at the next level; 
if not, the data will go to another one. The branches within the model indicate the flow 
between the nodes. The beginning of the model is a root node, a start point of the model, 
while the other nodes under it are leaf nodes or could be called leaves. There may be 
other leaf nodes under a leaf node. And a leaf node with other leaf nodes under it is a 
parent node of those underneath leaf nodes. The final result of a decision tree model is 
the node with no other leaf node under it. There could be multiple results within a 
model. Each represents a possible outcome that could be gotten with a certain scenario. 

 
Fig. 1. A simple sample of how a decision tree model works [drawn by the author] 
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The decision tree model's workflow is logical and clear. And it works well with a large 
dataset. If the sample size is small, overfitting or overclassifying may occur with the 
model [10].  

A good tree needs to be deep and broad, or the tree may be either low efficient or 
not very accurate [11]. For improving a decision tree model to let it make better predic-
tions or classification with certain efficient, forward pruning or backward pruning are 
two possible methods that could be taken into consideration. Forward pruning could 
remove unnecessary branches before a tree forms completely through chi-square tests 
or multiple comparisons, while backward pruning can be used after the generation of 
the tree to enhance the model's accuracy level [12]. 

2.3 Gradient Boosting Method 

The gradient-descent-based gradient boosting process is iterative. Each new training 
iteration is for improving the results of the previous one. It involves a new model and 
will generate a new residual. This residual will then be used in the next iteration to train 
a new model and perform a new round of fitting. The whole process will be repeated 
until a final model is created, which will be a combination of all the previous models. 
Based on the research of [13], the pseudo-code could be summarized in Figure 2. 

 
Fig. 2. Pseudo-code of gradient boosting method [drawn by the author] 

The gradient boosting method is a method that organizes simple and weak models to 
form one complex one with better functioning performance. It fully uses the loss func-
tions, which makes it more stable than the AdaBoost method when extreme or abnormal 
data occurs [14]. However, it is still likely to show overfitting circumstances. To im-
prove the accuracy of a gradient boosting model, adjusting the parameters used to create 
the model could be a strategy. Besides that, introducing randomization to each itera-
tion's used data is also an efficient method to enhance the gradient boosting model's 
accuracy as it could decrease the correlation between each iteration's result [13]. In 
addition to the two methods illustrated above, another strategy is to use a combination 
of the gradient boosting method and decision tree method, the gradient boosting regres-
sion tree method, which is also a well-known method for making predictions. Although 
adding too many trees will make the overfitting problem more significant, an adequate 
amount of short trees could effectively create better results [15]. 
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3 STOCK PRICE return FORECAST: case of NETFLIX 

3.1 Data and Variables 

The used dataset for this research is from Kaggle. The dataset contains the Netflix stock 
data from 2002-05-23 to 2021-09-30, with all data collected from Yahoo Finance. For 
the illustrated period, the data has recorded each day's Netflix stock's open price, closed 
price, the highest price in a day, lowest price in a day, and the corresponded transaction 
volume. And the data contains 4874 observations in total. For research purposes, a new 
variable called "return" is created by, 

𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑐𝑙𝑜𝑠𝑒𝑑 𝑝𝑟𝑖𝑐𝑒−𝑜𝑝𝑒𝑛 𝑝𝑟𝑖𝑐𝑒

𝑜𝑝𝑒𝑛 𝑝𝑟𝑖𝑐𝑒
                                       (3) 

 which indicates the relative return growth value of the Netflix stock. Based on the data 
pre-processing result, neither missing nor extraordinary value is in the dataset. 

Table 1. Display of the Variables in the Used Data [drawn by the author] 

Variable Name Definition 

Date Date 

Open The stock’s initial unit sale price on a market day 

High The stock’s highest unit sale price on a market day 

Low The stock’s lowest unit sale price on a market day 

Close The stock’s final unit sale price of its last sale on a market day before 
the day ends 

Adj Close 
The adjusted stock’s final unit sale price of a its last sale on a market 
day before the day ends, reflects the real value of the stock's closed 

price without being interfered with by any other influencer 

Volume The transaction volume of the stock within a certain period, including 
selling out and buying in 

return The return of a stock, including both gains and losses 
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Fig. 3. Graphical display of Netflix stock's daily open price, the highest and lowest price, and 

the adjusted closed price from 2002-05-23 to 2021-09-30 [drawn by the author] 

Stock price adjustment needs to be applied when checking errors or lagged values are 
detected. The adjustment records and corrects the problems, and it could be either a 
long-term work or a short-term one [16]. 

In terms of this data, there is no difference between the closed price and the adjusted 
one. 

3.2 Experiment 

This experiment aims to predict the stock return on the eighth day based on the last 
seven days' stock return. A correct time sequence is necessary. Therefore, the chosen 
methodology for train-test splitting is time serieS. split. With the input variable "Date", 
the time series split method generates the desired training and testing sets based on the 
set time interval. 

The same training set has been used to train the three models: linear regression, 
decision tree, and gradient boost models. Each of them has then been tested on the same 
test set. All parameters used in the models are pre-set parameters corresponding to the 
different modelling commands in Python 3.0. Each model's output can be plotted into 
a scatter graph as Figure 4 to Figure 6. 
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Fig. 4. A scatter plot displaying linear regression model’s prediction outcomes using the test set 

as an input source [drawn by the author] 

 
Fig. 5. A scatter plot displaying decision tree model’s prediction outcomes using the test set as 

an input source [drawn by the author] 

 
Fig. 6. A scatter plot displaying gradient boost model’s prediction outcomes using the test set 

as an input source [drawn by the author] 

In this research, each model has to run through the five-fold cross-validation to evaluate 
the model's performance as well. Each run provides a mean squared error. And after 
the five-fold cross validation process ends, the average value of the five mean squared 
errors will be taken as a cross-validation error. The cross-validation error and the 
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Python score method’s results will then help compare the three different model's per-
formances on prediction based on the dataset. 

4 Result and discussion 

4.1 Model Performance Analysis 

Table 2 displays the result of the scoring method, as well as the five-fold cross-valida-
tion errors. 

Table 2. Linear regression, decision tree, and gradient boost models' performance evaluation 
results, based on five-fold cross-validation and score method respectively [drawn by the author] 

Assessment 
Method 

Linear Re-
gression 

Decision 
Tree 

Gradient 
Boost 

Five-fold Cross-
validation Error 0.000648 0.001715 0.000675 

Score Method -0.007227 -1.765061 -0.033744 

The cross-validation errors and the scoring method show that the linear regression 
model performs the best while the decision tree model has the poorest performance. 
The gradient boost model's cross-validation error is similar to the linear regression one's 
with only about 0.000018 differences, while the two models' scores differ a lot from 
each other. 

 
Fig. 7. Graphical presentation of the predictions that have been made by linear regression, deci-

sion tree, and gradient boost models based on the same test set [drawn by the author] 

According to the graphical exploration, the difference between the predictions of the 
linear regression model and the gradient boost model is not very large. There is overlap 
between the predictions of the two models towards the same test set. This phenomenon, 
to some extent, suggests that the growth of Netflix stock returns and time could proba-
bly have an linear relationship, which may be abnormal as some researchers have re-
vealed that the relationship between the stock return and time is nonstationary and non-
linear [17]. But other research shows that the linear model is the best predictive model 
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in cases where the test set does not have many extreme values [18]. As the data used in 
this experiment is on a large time scale and does not have many extreme values, in line 
with the normal long-term development of an ordinary stock, the discovery of a linear 
relationship is not an unexpected exception [19]. 

For the gradient boost model, it is a complex model composed of multiple weak 
models that improve on previous residuals in a continuous iterative process. Its compo-
sition structure means that the cumulative variance of the model will keep increasing 
with each iteration, which could be one of the reasons it did not perform better than the 
linear regression model in this experiment. Besides that, the gradient boost method 
works more efficiently with a small dataset rather than a large one. Although a small 
sample size will cause an increase in the variance produced in each iteration, the corre-
lation between each estimate will decrease, causing another decrease in the overall cu-
mulated variance of the combined model [13]. Furthermore, as a gradient boost model 
is a complex composition of numerous weak learners, the setting of parameters is nec-
essary for making an accurate prediction. However, the parameters that have been used 
for this model within this research are just the pre-set ones. 

The decision tree model does not show good performance as an individual prediction 
model within this experiment. As the dataset is relatively large and contains many nu-
meric data, the absence of pruning may cause the decision tree model to create multiple 
nodes with the wrong splitting strategy [10]. 

4.2 Time Series Split Analysis 

As the research direction for this experiment is to predict the eighth day's Netflix stock 
return based on its last seven days' data, the time series split method is required for this 
goal. However, the impact the splitting method leaves on the models' performances 
should be considered and discussed. 

According to research, splitting techniques for generating training sets and test sets 
affect the prediction results of different models based on the same data [20]. The most 
significant problem with the time series split is that variability will be added to the data 
with each split [21]. But since this problem also occurs with other splitting techniques 
and the time series split method for splitting the data is necessary for the designed ex-
periment, this paper will not further discuss its downsides. 

5 Conclusion 

The linear regression model and the gradient boost model, as two models with good 
performances based on this dataset, present adequate predictions towards Netflix stock 
return before the COVID-19 epidemic outbreak, which is not surprising as the data for 
training and testing the model is on a long-term scale and does not have really signifi-
cant growth or drop. Nevertheless, the experiment in this paper reflects a linear rela-
tionship between long-term stock market data and the time it crosses, under the circum-
stance that no severe drop or growth occurs within the data. The gradient boost model, 
as a combined model based on weak learners, also demonstrates relatively good 
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performance in this experiment. Although its overall performance is not as good as that 
of the linear regression model, its accuracy without parameter adjustment is notewor-
thy. 

What is clear is that stock market forecasts are important for a wide range of the 
public, including the company issuing the stocks, the stockholder, and the potential 
buyers within the stock market. But when a stock suffers a severe breakdown or in-
crease in return, whether the models should be trained and evaluated using long-term 
historical data should be taken into consideration. For future predicting with high ac-
curacy and maintaining the forecast model's adequate coordination and freedom, the 
gradient boosting decision tree model may be a good choice. It has high efficient per-
formance when dealing with small data and low dimension, and also could make im-
provements with its efficiency and scalability with the help of specific sampling and 
bundling methods when facing a dataset with a large size in high dimension. 

After all, this research testifies that the relationship between time and stock returns 
could be linear in the long run with no extreme outbreak or fall. Meanwhile, the con-
clusion contributes to the existing research on stock return prediction and provides ref-
erence comments for the investors in the stock market to make better choices towards 
the purchase and investment choices. 
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