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Abstract. This work concentrates on novelty detection, a semi-supervised learn-
ing problem concerned with deciding if the new observation is sufficiently dif-
ferent from the ones seen so far. This paper mainly considers a variant of the 
support vector classification approach, which estimates the contours of the dis-
tribution of the initial observations and then can be used to decide if the new 
observations are abnormal. We try to estimate a negative function on the outlier 
points in the input space and a positive on the complement. A kernel expansion 
gives this decision function. The effectiveness of this kernel method is closely 
related to the choice of kernel functions and hyperparameters. Due to the demand 
for general and effective hyperparameter selection regulations, we investigate 
three approaches, including GridSearch in Python, median heuristic and Bayes-
ian kernel learning. Some relevant experiments are performed in this paper. Ac-
cording to the experiments, we have learned that the choice of kernels and pa-
rameters can greatly influence the detection result. 

Keywords: Unsupervised Learning, Novelty Detection, One-Class Support 
Vector Machines, Kernel Methods, Hyperparameter Selection. 

1 Introduction 

In practical applications, there are many situations that we already have a set of samples 
and we pay attention to whether a new observation is abnormal, i.e. whether the new 
observation is from a different distribution [1]. This problem is generally considered to 
be the novelty detection issue. Novelty detection is a semi-supervised learning. 

There have been some attempts to solve the novelty detection problem, including 
methods of robust covariance, isolation forest and local outlier factor [2-4]. The original 
SVM algorithm using kernel methods has received great attention and is useful in many 
conditions, so it is reasonable to attempt to transfer this kernel method from supervised 
learning to semi-supervised learning of novelty detection problem. This paper will fo-
cus on an approach of One-class SVM which was derived from the original SVM algo-
rithm. While the choice of kernels and hyperparameters are important in controlling the 
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performance of our method, we have limited understanding of how to tune them. This 
paper concentrates on four kernel functions, especially RBF kernels. This paper also 
investigated three parameter selection approaches, including GridSearch in Python, 
Median heuristic and Bayesian kernel learning method. 

In this work, the algorithm of the One-class SVM is investigated. Some experiments 
about kernel functions and parameter choice in kernels are conducted. First, we use 
different datasets of different distributions and features to compare the performance of 
four kernel functions. We aim to find which kernel function performs the best in most 
situations. Then the paper implements the median heuristic method and the GridSearch 
in Python to estimate the parameter choice in RBF kernels. Finally an experiment com-
paring different novelty detection approaches is displayed. The general content of this 
work is concluded and some future work is pointed out. 

2 Algorithm 

One-class SVM model is investigated in [5]. We consider the training data 

𝒙1, . . . , 𝒙𝑙 ∈ 𝒳,    (1) 

where  𝑙 ∈ ℕ is the number of observations.  Let 𝛷be a feature map 𝒳 → 𝐹, which is a 
map into a dot space 𝐹. The dot product in the image of 𝛷can be computed by calcu-
lating kernels 

𝑘(𝒙, 𝒚) = (𝛷(𝒙) ⋅ 𝛷(𝒚)).    (2) 

Our strategy is to map the data into the feature space corresponding to the kernel, and 
to separate them from the origin with maximum margin. We develop a function that 
takes the value +1 in a region capturing most of the data points and -1 on the comple-
ment. The negative or positive value of 𝑓(𝒙) can be used to determine whether a new 
point 𝒙is an outlier or not. Different types of kernel function in this algorithm can lead 
to various estimators in input space. 

To separate the data from the origin, we need to solve the following quadratic pro-
gram which is similar to the process of original support vector machine: 

𝑚𝑖𝑛
𝜔∈𝐹,𝜉∈ℝ𝑙,𝜌∈ℝ

1

2
‖𝜔‖2 +

1

𝜈𝑙
𝛴𝑖𝜉𝑖 − 𝜌   (3) 

subject to 

(𝜔 ⋅ 𝛷(𝒙𝑖)) ≥ 𝜌 − 𝜉𝑖, 𝜉𝑖 ≥ 0, 𝜌 ≠ 0.   (4) 

Here, 𝜈 ∈ (0,1) is a parameter which determines upper bound on the fraction of outli-
ers. Our decision function is given by 

𝑓(𝒙) = sgn((𝜔 ⋅ Φ(𝐱)) − 𝜌).  (5) 

The trade-off between the penalization of slack variables and the regularization term 
‖𝜔‖2  is controlled by 𝜈 . 
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Using Lagrangian multipliers 𝛼𝑖 , 𝛽𝑖 ≥ 0 and set the relevant derivatives to zero, we 
obtain: 

𝜔 = ∑ 𝛼𝑖𝑖 𝛷(𝒙𝑖),      (6) 

𝛼𝑖 =
1

𝜈𝑙
− 𝛽𝑖 ≤

1

𝜈𝑙
, ∑ 𝛼𝑖𝑖 = 1.     (7) 

According to the Lagrange multiplier and (2) we get the dual problem: 

𝑚𝑖𝑛
𝛼

1

2
∑ 𝛼𝑖𝑖𝑗 𝛼𝑗𝑘(𝒙𝑖 , 𝒙𝑗) subject to 0 ≤ 𝛼𝑖 ≤

1

𝜈𝑙
, ∑ =𝛼𝑖

1.  (8) 

And the 𝜌 in the decision function is given by: 

𝜌 = (𝜔 ⋅ 𝛷(𝒙𝑖)) = ∑ 𝛼𝑗𝑗 𝑘(𝒙𝑗, 𝒙𝑖).    (9) 

As is shown above, the one-class SVM algorithm is similar to the original SVM and is 
a variant of it. 

The following task is to solve the optimization problem of (8). The strategy is to 
break up task into the smallest optimization steps possible, and then we optimize over 
pairs of variables due to the constraint. We do the elementary optimizing step, which 
means that we fix the other variables and compute the formulas that the two variables 
satisfy to achieve the optimization goal. Then after initialization of 𝜈 and 𝜌 , we do the 
overall optimization. We first select a variable and do one of two approaches of scan-
ning KKT violators to consecutively recompute the offset 𝜌. An accuracy tolerance is 
often used in considering whether two quantities are equal. 

3 Choice of kernel functions 

The choice of kernel function can greatly influence the decision boundary and the nov-
elty detection result. We consider four different kinds of kernel functions, including 
linear kernels, polynomial kernels, RBF kernels and sigmoid kernels. There are also 
new kinds of kernels such as Arc-cosine kernels [6]. In our experiments, we try some 
parameters in four kernels respectively and we discover that RBF kernels perform well 
among the four types of kernels. For this reason, the choice of kernel functions and 
inference of hyperparameters in this paper will generally be focused on RBF kernels. 
The functional form of RBF is: 

𝑘(𝒙𝟏, 𝒙𝟐) = exp(− ‖𝒙𝟏−𝒙𝟐‖
2

𝑙2
).   (10) 

We will try different approaches to estimate the best hyperparameter 𝑙 in the next sec-
tion. 
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4 Methods of selecting hyperparameters in kernel 
functions 

4.1 Median Heuristic 

The median heuristic value for bandwidth parameter selection in RBF kernels is inves-
tigated [7,8]. Unlike in supervised kernel methods, a simple cross-validation approach 
for kernel parameter selection in unsupervised learning is not possible. When we are 
given a RBF kernel, one important step is to calculate the Gram matrix: 

𝐾 = (𝑘(𝒙𝑖 , 𝒙𝑗))1≤𝑖,𝑗≤𝑛 .      (11) 

Gram matrix depends on the samples 𝒙1, . . . , 𝒙𝑙and the hyperparameter 𝑙 . It can be 
shown that when 𝑙 → 0 or 𝑙 → +∞, the Gram matrix will lose relevant information in 
such extreme cases. So a reasonable approach to select the parameter is to compute: 

𝑙 = median(‖𝑥𝑖-x𝑗‖2),  (12) 

which is considered to be in the “middle range”. The median heuristic has been widely 
used in practice, but in some situations it does not lead to good performance. 

4.2 Bayesian Learning of Kernel Embeddings 

The model of Bayesian learning of kernel embeddings is investigated in [7]. It was 
designed primarily for unsupervised learning and is particular useful for kernel-based 
methods. It provides a method for learning bandwidth of RBF kernels. This approach 
consists in specifying a prior on the kernel mean embedding and a likelihood function 
linking it to the observations through the empirical estimator. Then we are allowed to 
infer the posterior distribution of kernel mean embedding. We can also derive a mar-
ginal likelihood function in which we can estimate the bandwidth in RBF kernels by 
finding the parameter that can maximize the marginal likelihood.  

In some situations, the model of Bayesian learning of kernel embeddings has ad-
vantages over median heuristic. The Bayesian kernel learning can better reduce the type 
Ⅱerror (i.e. probability that the test fails to reject the null hypothesis) than the median 
heuristic method. Besides, the Bayesian kernel learning can better reflect the distribu-
tion of the datasets when the data generating process is a mixture model. 

4.3 GridSearch in Python 

GridSearch is a method already available in Python. It is implemented by adjusting 
parameters in step length successively in a specific parameter range and finding the 
parameter that can have the best performance. It is a process of training and comparison. 
It is the method we mainly use in our experiments. However, this method costs a large 
amount of time and energy during the process of trying multiple different parameters 
and comparing them [9]. So a reasonable option is to choose a suitable range of param-
eters before the experiment. 
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5 Experiments 

In the following four experiments, we utilize the sklearn.svm.OneClassSVM function 
to fit the models (Please refer to the Scikit-learn User Guide (Release 0.22.2) P1514- 
1515 for more information). 

 
Fig. 1.Performance of four kernels on different datasets [Owner-drawn] 

5.1 Rough Comparison of Four Kernels in Different datasets 

In the first experiment, we use the Numpy package to generate four datasets with dif-
ferent shapes and distributions [10]. We set the four types of kernels with parameters 
of default values. We hope to provide a rough but intuitional comparison of how the 
kernels perform differently. We find that the RBF kernels perform the best among the 
four kernels. The other three kinds of kernels often lead to strange detection results or 
fail to reflect the characteristics of the data distribution (see Figure 1). For this reason, 
the following inference of parameters will focus on RBF kernels. 

5.2 Performance of Median Heuristic 

In the second experiment using median heuristic, the datasets are obtained from a real 
dataset of wine recognition and a function of Python that can randomly generate points 
in a specific distribution. In the first dataset, we calculate that the parameter  l   equals 
1.016 by the median heuristic method. The decision boundary (darkred line) seems 
fairly good, since it draws a contours that well capture most of our points (see Figure 
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2). In the second dataset, we compute that the parameter l equals 5.254. The detection 
result turns out not to be good. There are two clusters in the dataset, but the decision 
boundary (darkred line) does not distinguish them. One possible explanation is that the 
median heuristic value lies in the range of distances of two points that are far from each 
other. So the median heuristic value is quite large in this situation and this value is not 
suitable for capturing points within a cluster. From the two examples, we can draw the 
conclusion that median heuristic can perform well sometimes, but in some situations, 
it is not a satisfying approach. 

 

Fig. 2.Median heuristic on a real dataset and an artificial dataset [Owner-drawn] 

5.3 Selecting the Parameter of RBF Kernels Using GridSearch 

In the third experiment, we choose three kinds of datasets, including a small dataset 
with two clusters of the same covariance, a large dataset with two clusters of different 
covariance and a large data with two distant clusters of different covariance. We try to 
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use the GridSearch to estimate the best parameters for the RBF kernels in the three 
situations. The performance of RBF kernels using GridSearch is quite good (see Figure 
3). We also calculate some statistical values including accuracy, percentage of false 
negative points, percentage of false positive points, precision, recall and F1-score to 
measure the performance of the kernels (see Table 1).  

5.4 Comparison of Four Novelty Detection Approaches 

In the fourth experiment, we do some further research. We have known that RBF ker-
nels perform the best among the four kernels and we know how to select the parameters 
of RBF kernels. We want to compare the One-class SVM to other novelty detection 
approaches. The dataset is from the third one of the last subsection. The detection result 
and statistics show that One-class SVM performs the best among the four approaches 
(see Figure 4 and Table 2). 

 
Fig. 3.Inference of parameters of RBF kernels in three datasets [Owner-drawn] 
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Fig. 4. Comparison of Four Classification Approaches [Owner-drawn] 

Table 1. Selected parameters and relevant statistical values in three datasets [Owner-drawn] 

Datasets 
 

Parameters 
 

Accuracy False 
Positive 

False 
Nega-
tive 

Preci-
sion 

Re-
call 

F1-
score 

1 0.84 0.950 0.027 0.023 0.969 0.973 0.971 

2 2.63 0.933 0.033 0.034 0.962 0.960 0.961 

3 1.05 0.959 0.020 0.021 0.976 0.975 0.976 

Table 2. Accuracy Performance of four classification approaches in one dataset [Owner-drawn] 

Classification 
Approaches 

Accuracy False 
Positive 

False 
Negative 

Precision Recall F1-score 

One-class 
SVM, 

Gamma=1.05 

 
0.959 

 
0.020 

 
0.021 

 
0.976 

 
0.975 

 
0.976 

Elliptic En-
velop 

 
0.813 

 
0.093 

 
0.093 

 
0.890 

 
0.890 

 
0.890 

Local Outlier 
Factor 

 
0.943 

 
0.033 

 
0.024 

 
0.961 

 
0.972 

 
0.966 

Isolation For-
est 

0.939 0.031 0.031 0.964 0.964 0.964 
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6 Conclusion 

In this paper, we have learned about the algorithm of One-class SVM method. Then 
four choice of kernel functions and the selection of hyperparameters in the algorithm 
are discussed. Related experiments were also implemented, including comparing the 
performance of four kernel functions, using median heuristic to inference RBF kernel 
parameters, using GridSearch to find RBF kernel parameters and comparing four dif-
ferent classification approaches. We have been able to develop some understanding of 
how the kernels and hyperparameters can influence the performance of the algorithm. 
As for future work, the Bayesian kernel learning is supposed to be investigated further 
since we do not have deep understanding of this abstract model. Particularly we are 
interested in how much the Bayesian kernel learning is sensitive to the parameter  . 
Besides, we wish to explore methods that can measure the performance of classification 
methods to a relatively accurate extent. It is very important in judging performance or 
comparing different choice of kernels and parameters, but in many situations, we can 
not fulfil these tasks in a fairly precise way. Some values of “precision” such as F1-
score are calculated in the experiments, but we wonder if there are other satisfying 
methods. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
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which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
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