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Abstract. Nowadays, e-commerce is developing rapidly in the world. In 2010,
China’s e-commerce turnover reached 37.21 trillion yuan. For modern e-
commerce corporations, an accurate sales forecast is the key to driving the devel-
opment of corporations. While many effective forecast methods have been estab-
lished in multiple business contexts, few of these methods have achieved good
results in the short-term forecast and the value of detailed classified information
of promotional plans has not yet been explored. This study attempts to establish
a short-term forecast framework and explore whether incorporating detailed pro-
motional plans can improve the forecast accuracy of the forecasting framework
established. This study proposes a short-term forecast framework and implements
six machine learning models to forecast daily sales. It finds that in a short-term
forecast with one month’s data, the framework proposed can achieve rather good
performance with out-of-sample MAPE ranging from 10.23% to 20.83% in dif-
ferent machine learning models. The incorporation of the detailed classification of
discount information results in statistically significant improvements in the out-of-
sample accuracy of linear regression, ridge regression, and lasso regression, with
the best improvement of 36.19% in MAPE, but has no significant influence on the
support vector machine, gradient boosting and random forest. From these results,
the study provides recommendations for short-term forecast sales in general as
well as a detailed classification of discount information.
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1 Introduction

1.1 Background

Today, e-commerce is in more and more increasing competition, so companies must
adopt strategic planning and make the right marketing decision. The first step in the
planning and decision-making process is to predict the future demand for products and
thus the resources can be adjusted in time to meet the demand [1]. The importance of
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forecasting to corporations has been discussed by many authors and experts in the field
[2, 3]. Taking Walmart as an example, using machine learning models for sales forecast
from massive historical data helps optimize their business operation, ranging from cash
flow, and stall to production and financial management [4]. Moreover, it can reduce
uncertainty and anticipate change in the market.

Many machine learning (ML) and deep learning models, such as Support Vector
Machine (SVM), Random Forest (RF), Gradient Boosting (GB), and Extreme Gradient
Boosting (XGBoost) [5, 6], have achieved rather good performance in the sales forecast.
However, these machine learning models require inputting a large volume of data to
find the connections in the data and get a well-performed function. As a result, these
models are often trained with months or years of data and few researchers can get a good
performance using days of data to forecast sales.

As for sales information, many companies forecast sales with a single sale attribute,
a simple promotional plan, and seasonal factors [7]. Few companies refine the discount
information and its value of it is unknown [8]. Most customers can get different kinds
of discounts through bundle reduction, direct reduction, coupon reduction, and so on.
And their purchasing decisions are greatly influenced by different kinds of discounts.
Several academic studies in marketing have already demonstrated the value of discount
information on strategy making and attracting consumers. Despite the attention and
research that have been devoted to discount information, the value of the different kinds
of discounts on sales forecasts has not yet been well studied.

1.2 Related Work

Hassan et al. pointed out a reinforcement learning framework that improves the efficiency
and accuracy of demand forecasting on a rolling horizon. The method’s benefit is that it
can be used for most time series and machine learning models. The demand forecasting
technique relies on a rolling horizon, which is updated (rolled) at the end of each week
when new information becomes available. Then, the model is updated with the most
recent information to improve the accuracy [9].

Cui et al. developed seven linear and nonlinear machine models to find out the effect
of social media in increasing the accuracy of daily sales forecasts. After comparing
models with variable selection and without variable selection to calculate the out-of-
sample MAPE as an evaluation, The best-performing method is the random forest, and
adding social media information can improve the forecasts [10].

Hasselbeck et al. emphasized that forecasting short-term and long-term demand
is the ultimate necessity for operations management. They predicted the Horticultural
Sales with more than eleven methods with classical forecasting and machine learning
including Lasso Regression, Ridge Regression, Long Short-Term Memory Network
(LSTM), Seasonal Autoregressive Integrated Moving Average (SARIMA), XGBoost,
and so on. As a result, XGBoost is the top performerwhich has the lowestMeanAbsolute
Percentage Error (MAPE) [11].

Falatouri et al. emphasized the importance of predictive analytics (PA) in demand
forecasting of Supply Chain Management (SCM). They compared the SARIMA with
LSTM models in stable and seasonal demand and the external factor of promotions.
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The two models have good forecasting performances. Furthermore, they combined two
models to adapt to more situations [12].

Ensafi et al. compared many machine learning models to do the forecasting with
time-series forecasting of seasonal item sales such as SARIMA and Triple Exponential
Smoothing, Prophet, (LSTM), and Convolutional Neural Network (CNN) to find better
performances of models. As a result, the Prophet and CNN have the lower Root Mean
Squared Error (RMSE) and MAPE [13].

1.3 Research Methodology

This study aims to establish a short-term forecast framework with ten days’ data as the
training set and the next day as the testing set and apply six machine learning models in
the framework to evaluate the accuracy and robustness of this framework and examine
the influence and value of discount information on sale forecast.

The Data set in this study incorporates the detailed discount information which is
mainly divided into three categories: ‘direct discount’, ‘quantity discount’ and ‘bundle
discount’, and a one-month sales record for a product of one category. The Dataset
is obtained through the ‘2020 MSOM Data-Driven Research Challenge’. The dataset
describes 2.5 million customers (457,298 made purchases) and 30,000 SKUs (from one
product category) during March 2018.

This study proposes a short-term forecast framework with ten days’ data as the train-
ing set and the next day’s data as the testing data. And implement six machine learning
models with different features. The models used include simple linear regression, ridge
regression, lasso regression, SVMwith the poly kernel, GB, and RF, among which lasso
regression, GB, and RF are the models with parameter selection, and the rest three mod-
els without selection. TheseMLmodels are applied in two separate aggregate daily sales
forecasts: (1) a base forecast that uses only sales information. (2) an advanced forecast
that incorporates discount information which is expressed as a discount level (level 1 to
5 with a higher level meaning more price reduction) in our study. In each type of fore-
cast, cross-validation is implemented to select the hyperparameters of GB and RF. The
comparison between out-of-sample forecast accuracy using these two types of forecasts
can quantify the value of discount information in the short-term forecast framework.

2 Forecast Framework and ML Models

2.1 Data Aggregation

This study aims to forecast overall_sale on a daily scale, the transactional data cannot
support our research. The transactional data is aggregated on a daily scale. The specific
method of aggregate is shown in Table 1.

2.2 Forecast Framework

Two types of forecasts are constructed: “base forecast” which only includes daily overall
sale features and amore complete model called “advanced forecast” which includes both
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Table 1. The Specific Method of Aggregate

Original data index Aggregate method

Quantity t /

Original price op /

Final price fp
∑

f ∗t
Direct discount dd

∑
dd∗op∗t/∑

op∗t
Quantity discount qd

∑
qd∗op∗t/∑

op∗t
Buddle discount bd

∑
bd∗op∗t/∑

op∗t
Overall discount od

∑
fp∗t/∑

op∗t

daily overall sale features and daily discount features. Every machine learning model
is fitted for these two types of forecasts and compares their accuracy where the only
difference between them is whether discount features are included.

2.2.1 Base Forecast Framework

Discount features are not included in the base forecast. In the base forecast, overall sale
on day t is the function of the overall sales in the past five days[3].

Sbaset = fi(St−1, St−2, . . . . . . St−5) (1)

St represents the overall sale on day t. fi(·) represents the different machine learning
models chosen.

2.2.2 Advanced Forecast Framework

The advanced forecast includes discount features. In the advanced forecast, overall sale
on day t is the function of the overall sale, and discount features in the past five days.

St = fi(St−1, St−2, . . . St−5,Dt−1,Dt−2, . . .Dt−5) (2)

St represents the overall sale on day t. Dt represents the discount features on day
t such as quantity discount, direct discount, and overall discount. fi(·) represents the
different machine learning models chosen.

2.3 Training, Cross-Validation, and Out-of-Sample Evaluation

In-sample training data and out-of-sample testing data are split to evaluate out-of-
sample accuracy. To be specific, training data and testing data are split in a rolling
mechanism.

Assuming that dayt is the testing data, its corresponding training data is:

Train set = [dayt−1, dayt−2, dayt−3, . . . , dayt−m] (3)
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Table 2. Machine learning models

Without
parameter selection

With
parameter selection

Linear regression Random tree

Ridge regression Gradient boosting

Lasso regression

In Eq. (3), m = 10.
Assuming that the index of rolling is i, then for rolling i, the testing data and training

data are shown below:

Train set = [dayi, dayi+1, dayi+2, . . . dayi+9] (4)

Test set = [
dayi+10

]
(5)

Cross-validation is used to select hyperparameters inmachine learningmodels. Ten-fold
cross-validation with five repeats is used to evaluate the performance of each hyperpa-
rameter. The training set is randomly divided into ten subsets of the same size, nine sets
are used to train for hyperparameter selection and 1set is used to test the performance
of hyperparameters. Each subset will be treated as testing set at least once.

The overall performance of the model is the average of ten subsets. Next, retain the
hyperparameters with the best performance and then estimate parameters with the entire
training set. After doing this, the result is to get the best model for each training set.

Out-of-sample evaluation. The best hyperparameter and parameter selected are retained
for each training set during the process of constructing the forecast for the out-of-sample
testing set. When forecasting the overall sale on day t, pass data and models are used
from dayt-10 to dayt-1 as input to the selected best model and then get the forecast result.
To be more specific, in the next round of forecasting on dayt+1, pass data and models
from dayt-9 to dayt are carried out. This kind of rolling update mechanism have relatively
good performance in small-scale data with high dimension.

2.4 ML Models

A variety of machine learning models are adopted in this study. Each of our training sets
has ten days whereas our advanced forecast needs to estimate 230 parameters (23 per
day times 10 days time scale). The number of independent variables is much larger than
the scale of data. In this case, several machine learning models applied contain advanced
parameter selection, such as random forest and gradient boosting.

SVMwith the poly kernel and linear models (linear regression, lasso regression, and
ridge regression) are for their low computational consumption. Next, briefly summarize
each machine learning model. The ML model adopts shown in Table 2.
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Random forest uses the idea of ensemble learning to ensemble multiple decision trees,
the elementary decision unit of random forest is the regression tree. The regression
tree divides the feature vector X into several regions which don’t overlap with each
other and use the mean value of each region to label the region. The loss function of the
regression tree isLoss(y, f (x)) = (f (x) − y)2. In the random forest, every decision tree is
a classifier, the outputs of all decision trees are used in voting, and the outputwith themost
votes is the result of the random forest [14]. The most important advantage of random
tree is high accuracy. However, the overall forecast process of random forest contains
two parts: parameter selection and fit process, parameter selection section consumes a
relatively longer time than the fit section, which may be up to hours.

Gradient boosting is a kind of machine learning model using gradient descent.

The basic principle of gradient boosting is to use the gradient of the current model’s loss
function to train the newly added machine learning model [15].

SVR (Support Vector Regression), is a kind of machine learning model with a linear
fitting function y = ax + b. However, SVR is quite different from traditional linear
regression models. SVR create an interval zone on both side of the fitting function and
create two slack variable α and β to set more data dot into this interval zone as possible
and use these data dot inside the interval zone to calculate the loss function. In this
research, SVM of the poly kernel is applied in forecast sales [16].

Linear regression. It is the simplest linear regression to forecast with all the features in
JD.com data even if some of these features are not significant [17].

Lasso regression. The difference between lasso regression and traditional linear
regression is in its loss function.

min n−1 ∗
∑(

yi − β0 − xTi ∗ β
)2

(6)

subjecttoβ2 < t (7)

Lasso is especially suitable for data set to use high dimensional feature set and
relatively small data set size, so in this study, lasso regression is considered [18].

Ridge regression can solve the ‘Multicollinearity problem’ when the least square
method is considered. Ridge regression adds a Regularization factor into the original
objective function to restrict the outcome of the least squaremethod. This kind ofmethod
is similar to lasso regression, the difference between ridge regression and lasso regres-
sion is that the regularization factor of lasso regression is λ ∗ |ω| and the regularization
factor of ridge regression is λ ∗ |ω|2 [19, 20].

2.5 Data

The Data set provides transaction-level data for March 2018 during which there were
no major holidays or promotions. The data set includes anonymized key identification
information such as user ID and Stock Keeping Unit (SKU) ID. Each SKU can be
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Table 3. Data Specification

Field Data type Description

Order ID string Order unique identification code

User ID string User unique identification code

SKU ID string SKU unique identification code

Order date string Order date (format: yyyy-mm-dd)

quantity int Number of units ordered

Type int 1P or 3P orders

Original price float Original list price

Final price float Final purchase price

Direct discount float Discount due to SKU direct discount

Quantity discount float Discount due to purchase quantity

Bundle discount float Discount due to “bundle promotion”

Coupon discount_ float Discount due to customer coupon

identified either as “first party owned” (1P) or “third-party owned” (3P), depending on
the ownership of the inventory of that SKU. The detail of our data can be seen in Table
3.

3 Result Analysis and Discussion

3.1 Result

Six machine learning models are implemented, to predict overall sales with and without
discount information. First, the performance of different models with discount informa-
tion in the short-term forecast framework is compared to evaluate the performance of
the framework in different models. Then fifteen out-of-sample MAPE are obtained for
each ML model. Figure 1 shows a box diagram of the out-of-sample MAPE for these
models. In the basic forecast framework, the average MAPE and MAPE distribution
variance of RF is the best with an average MAPE of 10.7% and SVM is the worst one
with an average MAPE of 19.31%. All six models have a relatively small variance in the
distribution of the out-of-sample MAPE, so it’s reasonable for us to set the mean value
as the standard to evaluate the performance of the base forecast framework with different
ML models. The small variance also indicates that the forecast result is relatively stable
without much fluctuation, demonstrating the robustness of the base forecast framework.

Compare the performance between pairs of forecasts with and without discount
information to evaluate the value of discount information. Table 2 summarizes the mean
value of out-of-sample MAPE for each of the MLmodels. Figure 2 also shows the mean
value of out-of-sample MAPE for each model in two different forecasting frameworks.
Both the table and the figure show that the discount information is valuable to forecast
(Table 4).
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Fig. 1. The box diagram of MAPE% in the base forecast framework with six ML models

Table 4. Comparison of Out-of-Sample MAPE% for Statistical Learning Models

Linear Ridge Lasso SVM GB RF

Advanced Forecast Framework (with discount
information)

14.91 14.92 10.55 20.83 10.71 10.70

Base Forecast Framework (without discount
information)

16.54 16.54 16.54 19.31 10.31 10.22

A T-test is applied in the out-of-sample MAPE of two frameworks and the improve-
ments of discount information with linear, ridge, and lasso are significant and the differ-
ences between SVM, GB, and RF are insignificant. From Table 2 and Fig. 2, the result
indicates that the advanced forecast framework with discount information can improve
the performance of the three traditional linear models and do poor in SVM and the two
ensemble nonlinear models.

3.2 Discussion

Figure 2 shows that the advanced forecast incorporating discount information is superior
to the base forecast using Linear, Ridge, Lasso, and GB, further confirming the find-
ing that discount information is valuable in the forecasting framework proposed using
certain ML models. The RF and GB perform well in both the base forecast and the
advanced forecast, consistent with their reputation of the strong capability to deal with
high dimensional data and achieve high accuracy.

SVM performs the worst in both forecast frameworks for the reason that the data
used in both two forecast frameworks are high dimensional and small volume. The small
volume of data indicates less information about one feature, which is hard for SVM to
capture all the features’ information and easy for SVM to underfit. Compared with the
base forecast, the advanced forecast comes with a higher dimension but without more
data, causing the lower accuracy of SVM.

In addition, Linear, Ridge, and Lasso all perform poorly in the base forecast but the
accuracy of Lasso improves largely by 36.19% compared to the poor improvement of
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Fig. 2. Mean value of out-of-sample MAPE% in base forecast framework and advanced forecast
framework

9.69% and 9.70% for Linear and Ridge respectively. The reason for the larger improve-
ment of Lasso is that Lasso can transform high-dimensional data into a low dimension
and preserve the information of high dimension data. When the discount information is
included, Lasso can make use of the discount information to make a better forecast, not
affected by the increase of features. It is concluded that Lasso is better able to capture
the relationship between discount information and sales information and generate more
accurate forecasts.

Considering all the above characteristics of models, when the companies have
requirements for computing time or the volume of data used is large, an advanced
forecast framework with Lasso would be recommended, particularly if they consider
incorporating discount information, for its fast computing ability and high accuracy.
When the companies require a model that can achieve high accuracy with different
kinds of data, the RF and GB would be recommended for their natural broad adaptation
and high accuracy.

4 Conclusions

This study has two main contributions. First, the short-term forecast framework pro-
posed can achieve good and robust performance with out-of-sample MAPE ranging
from 10.23% to 20.83% in different machine learning models. The three linear models
which are linear regression, ridge, and lasso have out-of-sample MAPE ranging from
10.55% to 16.54%. The two ensemble machine learning models which are GB and RF
perform best with an out-of-sample MAPE ranging from 10.23% to 10.70%, consistent
with their reputation for high accuracy. SVM has the worst performance with a MAPE
of about 20% for its poor ability to process high dimension data. Second, considering the
discount information improves sales forecast accuracy in linear regression, ridge regres-
sion, and lasso regression but doesn’t improve the other three models, by the MAPE.
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The lasso regression improves largest with 36.19% for it can transform high-dimensional
data into a low dimension without losing much information.
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