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Abstract 
The globalization and liberalization of the financial industry have intensified the operating risks of financial institutions. 
In the context of slowing macroeconomic growth, the rise in the rate of non-performing loans highlights the rising risks 
of the financial industry. This further illustrates the necessity and urgency of conducting credit risk analysis and early 
warning research. In order to alleviate the continuous increase of non-performing loans, this paper studies the credit risk 
analysis model based on machine learning. Through analysis, this paper proposes an XGBoost model for user loan risk 
prediction. This model has good prediction accuracy. Based on the results of the model, some suggestions are provided 
for the online lending platform to identify high-risk lending users. 

Keywords-machine learning; neural network; risk assessment; 

1. INTRODUCTION 

Credit risk refers to the possibility that the borrower 
or the counterparty is unwilling or unable to perform the 
contract conditions due to various reasons, which will 
cause the bank or the counterparty to suffer losses. With 
the globalization and diversification of credit and 
financial markets, credit risks have become more 
complex, changeable and uncontrollable. Therefore, 
more and more banks are aware of the need to build a 
more professional credit risk management system to deal 
with the fact that financial risks are becoming more 
complex. Existing credit risk has been showing a growth 
trend around the world, and the existing risk management 
system still has many shortcomings in data collection, 
risk analysis and risk early warning [1]. In recent years, 
China's banking industry has exposed numerous scandals 
in credit management. Although electronic and 
informatized credit management is more convenient, it 
poses a higher challenge to professionalism. In order to 
improve the shortcomings of the traditional credit risk 
management system and make the credit risk analysis and 
early warning of commercial banks faster and more 
accurate, this paper proposes a credit risk assessment 
method based on machine learning which has important 
practical significance. And bank credit risk assessment is 
one of the problems that the current banking system needs 
to solve urgently [2]. 

2. COMMERCIAL BANK CREDIT BUSINESS 
PROCESSING FLOW 

The main characteristics of corporate clients include 
large scale of assets, relatively secure debt repayment 
sources, sustainability of credit cooperation, and large 
dimensions of comprehensive contribution [3]. Corporate 
credit business is the dominant asset business of 
commercial banks, which can bring great benefits to 
commercial banks. Legal person credit business is a 
business that meets the credit needs of legal person 
customers. From the perspective of economic entities, the 
credit needs of legal person customers are more abundant. 
The commercial bank credit business processing process 
mainly consists of five stages, namely: (1) Target 
customers; (2) Pre-loan investigation; (3) Credit review 
and approval (credit risk assessment); (4) Signing of loan 
contracts and loan issuance; (5) Post-loan management. 
We can see the flow in Figure 1. 

The overall process of credit risk management mainly 
used in China is shown in Figure 2. The first is to collect 
customer information. The second is credit risk 
assessment, to understand the past business conditions of 
the company, and to investigate, analyze and classify 
customers before lending. The third is customer credit 
management, which confirms the corresponding credit 
policy based on the customer’s credit rating. The fourth 
is loan management, which establishes the amount of 
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loans that customers can borrow in accordance with the 
level of credit granted to customers, and completes the 
loan operations in accordance with procedures [4]. The 
fifth is risk early warning and management, tracking the 
customer's repayment ability, continuously paying 
attention to the user's operation, and initiating risk early 
warning if a crisis situation affects the return of the loan. 
Finally, according to the above-mentioned information 
and experience, different strategies need to be formulated 
in the credit management process according to different 
situations, and different management decisions are made 
according to the industries of different types of 

enterprises, so as to ensure the timely return of loans and 
reduce bank losses. 

Due to the particularity of China's credit risk 
management, the role of commercial banks in China's 
financial system is very special [5]. At present, the credit 
risk assessment and management of Chinese commercial 
banks generally suffer from problems in credit risk 
management operations, incomplete credit risk early 
warning systems, and poor comprehensive quality of 
credit personnel. Therefore, this article conducts an in-
depth study on the credit risk assessment of commercial 
banks based on machine learning. 
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Figure 1.  Credit business processing flow 
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Figure 2.  Credit risk management process 

3. ANALYSIS OF MACHINE LEARNING 
ALGORITHMS 

After analysis and research, combined with the 
specific data set and sample size and variable type of this 
article, this article finally decided to adopt the XGBoost 
algorithm, and compare the prediction effect of the model 
with the prediction results of the logistic regression 
algorithm and the GBDT algorithm [6]. The basic 
principle of the algorithm and the pushing process are 
analyzed below. 

3.1. Principle of XGBoost algorithm 

The full name of XGBoost is Extreme Gradient 
Boosting, which is a C++ implementation of the gradient 
boosting tree algorithm. GBDT is a classic algorithm in 
Boosting. The main idea of the Booting algorithm is to 
serially combine multiple weak classifiers into a strong 
classifier [7]. GBDT adopts the idea of gradient descent 
when constructing the decision tree, that is, based on the 
previous decision tree, it is optimized and constructed in 
the direction of minimizing the objective function. 
XGBoost has been improved on the basis of GBDT. 
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XGBoost can implement parallel construction of decision 
trees, while adopting a second-order expansion method 
for the loss function, and adding L1 and L2 regularization 
to reduce overfitting. 

Set sample set as 𝐷 𝑥 , 𝑦 |𝐷| 𝑛, 𝑥 ∈
𝑅 , 𝑦 ∈ 𝑅 ,the model yields the predicted value  𝑦
𝜙 𝑥 ∑ 𝑓 𝑥 , 𝑓 ∈ 𝐹, which 𝐹 𝑓 𝑥
𝑤  is a collection of all decision trees, q is structural 
part of the tree, w is the leaf weight, and T is the number 
of decision trees. 

Suppose the objective function is: 

𝐿 𝜙 ∑ 𝑙 𝑦 , 𝑦⏞ ∑ Ω 𝑓 

Among them, Ω 𝑓 Υ𝑇 𝜆 |𝑤| /2, 𝑙 𝜙  is a 
loss function, usually a convex function，measure the 
difference between the predicted value 𝑦⏞ and the true 
value 𝑦 .Ω 𝜙  is a regularization function, which can 
reduce the complexity of the model and alleviate over-
fitting. The optimization goal is to minimize the objective 
function. 

Perform the second-order Taylor expansion of the 
loss function at 𝑦⏞ 𝑡  to get: 

𝐿 ∑ 𝑙 𝑦 , 𝑦⏞ 𝑓 𝑥 Ω 𝑓  

 ∑ 𝑔𝑓 𝑥 h𝑓 𝑥  𝛾𝑇

𝜆 ∑ 𝑤  

In the above formula, g  is the first derivative, ℎ  is 
the second derivative. 

Definition 𝐼 𝑖|𝑞 𝑥 𝑗  is the sample set on 
the leaf node j, then 

𝐿 𝛾𝑇 ∑ ∑ 𝑔 𝑤 𝑤 ∑ ℎ 𝜆   (3) 

When the tree structure q is known and the leaf node 
weight 𝑤  of the above formula has a closed-form 
solution, the objective function [8]: 

𝑤∗
∑

∑
, 𝐿 𝑞 ∑

∑

∑
𝛾𝑇  (4) 

3.2. Model fusion method 

Through the mutual fusion of multiple different 
forecasting models, the actual effect of further improving 
the performance of the forecasting model can be achieved. 
This method of fusion of predictive models has a 
universal meaning and application in the field of 
computing and machine intelligence learning. Commonly 
used methods of fusion of predictive models mainly 
include model-based averaging, bagging, and stacking 
methods. The technical foundation and structure of the 
model integration are shown in Figure 3. First, we train a 
part of a single classifier, and then combine multiple 
single classifiers with each other according to different 
mutual fusion strategies. 

Strong Learners

Single learnerSingle learner Single learner

Combining strategies

 
Figure 3.  Model fusion structure basis 

4. CREDIT RISK ASSESSMENT MODEL 
CONSTRUCTION AND ANALYSIS OF 
EXPERIMENTAL RESULTS 

4.1. Construction of XGBoost-based credit risk 
assessment model 

The parameters of the prediction model have a 
significant impact on the prediction effect of the model. 
Around this core, the key part of the user loan risk 
prediction lies in the pre-processing of the data and the 
adjustment of the parameters of the model itself, under 
the premise that the objective function is reasonably 
defined, in order to improve the prediction effect of the 
model. The parameters to be adjusted to the XGBoost 
model are as follows. 

 Objective, the default value of this parameter is 
reg:linear, the other two commonly used values 

are binary logistic regression and softmax multi-
classifier. 

 Booster, used to select the model for each iteration, 
divided into tree-based models and linear models. 

 eta, the learning rate, is used to improve the model 
by reducing the number of learning steps in each 
step, and is often taken to be between 0.01 and 0.2. 

 max depth, the maximum depth of the tree, is used 
to prevent over-fitting. 

 min_child_weight, the fitting parameter mainly 
indicates the smallest leaf node in a tree to fit the 
weight value, the main purpose of the fitting 
parameter is to prevent the occurrence of over-
fitting, the parameter in the fitting of the weight 
value is too high will directly cause the tree over-
fitting situation. 
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 gamma, this parameter specifies the need to split 
the nodes of the drop value of the loss function um, 
this parameter needs to be adjusted according to 
the loss function. 

 silent, the parameter indicates the silent mode, 
taking a value of 1 when the model does not 
output the results of the run. 

 nthread, this parameter is used to control the 
number of threads, for the number of cpu cores of 
the system. 

After experiments, we decided to use the grid search 
method for parameter tuning, by adjusting the parameters 
and using a 10-fold cross-set for validation, dividing the 
data set into 10 samples without intersection, and 
selecting one of them respectively as the training set for 
the model [9]. The remaining 9 samples were used as the 
training set for the model and then the model was trained. 

The final parameters of the model after adjustment are 
shown in Table 1. 

TABLE 1. FINAL PARAMETER SETTINGS FOR THE 
PREDICTION MODEL 

Parameter name Parameter values 

Objective Binary: logistic 

Booster Gbtree 

Eval_mrtric Auc 

Num class 2 

Eta 0.1 

Min_child_weight 3 

Max_depth 8 

Gamma 0.1 

Cross_validation 10 

Verbose 1 

silent 0 

nthread 12 

4.2. Experimental analysis 

This paper uses a dataset provided by an Internet 
lending platform, which is also unbalanced, to conduct 
the validation of the model effect and verify the 
prediction effect of the XGBoost model in this paper. If 
the prediction model proposed in this paper can have a 
good prediction effect on this test set, then it can be 
proved that the model is suitable for solving the loan 
prediction classification problem for unbalanced data. 

In the process of this comparison experiment, the 
training set was first uniformly processed using the 

previous random forest algorithm-based feature selection 
method, and the top 15 features in terms of feature 
importance were selected to construct a new test set to 
participate in this comparison experiment. In order to 
further validate the prediction ability of the XGBoost 
model based on machine learning on unbalanced data, we 
used the GBDT algorithm and the classical Logistic 
algorithm, which are currently commonly used on Kaggle, 
to conduct prediction comparison experiments on the 
same dataset, with different parameters of each algorithm 
set to the best value after parameter The best value after 
tuning [10]. 

In this paper, the performance of the test set was 
predicted using two algorithms, the current logistic 
regression algorithm model and the latest GBDT 
algorithm model, and compared with the proposed forest-
based model algorithm. The AUC values and accuracy 
rates of the three models were then obtained as the 
evaluation metrics of the models in this comparison 
experiment. 

A comparison of the performance metrics of the three 
prediction algorithms on the data set shows that the 
XGBoost algorithm proposed in this paper outperforms 
the other two classifiers in terms of AUC value and 
accuracy, and improves significantly in terms of AUC 
metrics, as shown in Figure 4. A comparison of the 
performance evaluation metrics of the three prediction 
algorithms on the prediction set shows that the XGBoost 
algorithm proposed in this paper outperforms the other 
two classifiers in terms of AUC value and accuracy, and 
achieves significant improvement in the AUC metrics 
when predicting user loan risk models. 

 
Figure 4.  Comparison of AUC between logistic 

regression and GBDT and improved models on the test 
set 

5. CONCLUSION 

The control of credit risk, as a core element of risk 
management in Chinese commercial banks, has always 
been a key issue to be addressed. In recent years, state-
owned commercial banks have made a lot of attempts and 
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practices in preventing loan risks and have achieved 
significant results and accumulated a lot of industry-
related experience. Credit management has a decisive 
role to play in the bank's profitability, so credit risk 
analysis and early warning systems are essential. Modern 
data storage and computing technologies, as well as the 
development of artificial intelligence methods such as 
data mining and machine learning, are all providing 
safeguards and ideas for credit management. I hope to 
have more breakthroughs in my future studies and work, 
and to apply the findings of this study correctly in my 
work, to improve efficiency and control credit risks. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-NonCommercial 4.0 International License (http:// 
creativecommons.org/licenses/by-nc/4.0/), which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any 
medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons 
license and indicate if changes were made. 

The images or other third party material in this chapter are included in the chapter’s Creative Commons license, unless indicated otherwise 
in a credit line to the material. If material is not included in the chapter’s Creative Commons license and your intended use is not permitted 
by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. 
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