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Abstract 
Since the 2020s, the emergence of the COVID-19 pandemic has brought the development of transportation, tourism, 
and entertainment industries to a standstill. The idea of revenue management (RM) improved the profitability for 
different types of companies. Therefore, establishing a good RM model and accurate mathematical forecasting model 
is particularly important for struggling airlines. We herein propose a factor model based on high-dimensional time series 
that can efficiently use continuous time historical data and the related environmental historical data to predict the 
passenger load factor. Therefore, accurate and effective dimensional reduction and feature expression of high-
dimensional matrix time series have profound practical significance for studying time series data.  To verify the efficacy 
of the model and parameter estimation methods, we applied them to the booking rates of 11 flights over 365 days (year 
2018). After experimental analysis and comparison tests with other methods studied in the paper has the best effect and 
the results of comparisons with different dimensions indicate that the error rate of the proposed method is less than 0.1. 
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1. Introduction 

Recently, high-dimensional time series models have 
achieved success in a wide range of applications in 
numerous fields. In finance, economics, medicine, and 
many other fields, as time data acquisition becomes more 
convenient, people often use matrix data to explore laws 
under time changes. The idea of revenue management 
(RM) has been popular since the 1980s, because RM 
improved the profitability for different types of 
companies [1,2]. The revenue management system 
(RMS), which comprises RM, pursues the maximization 
of revenue and builds a robust optimization algorithm 
through prediction value iteration [3,4].  

For RM models, data including predetermined 
historical quantities can be used for each forecast point 
[5]. Therefore, we herein propose a factor model based 
on high-dimensional time series that can efficiently use 
continuous time historical data and the related 
environmental historical data to predict the passenger 
load factor.Traditional load factor forecasting tends to 
focus only on the departure day load factor results and 
performance evaluation, whereas our proposed model 
can predict the load factor of the day and the purchase 
rate of seats a few days prior. 

2. Algorithm Design 

2.1. The Factor Model  

Let Yt be a p × q observable matrix-valued time series, 
Gt′ be a k3 × q observable covariate matrix-valued time 
series, and Ft be an unobservable matrix with k1 × k2 
dimensions. It is assumed that Yt is generated by 

tttt EGCRFY  ''
  (1) 

where R and C are unknown p × k1 and q × k2 
dimensional matrices of unknown parameters, and Et = 
{eij

t} is a p × q dimensional zero-mean white-noise 
sequence matrix.  

2.2. Time Series Model 

In Model (1), common fundamental factors of Ft 
drive the latent dynamics and co-movement of Yt, while 
R and C reflect the importance of common factors and 
their interactions [6]. Let Ht = [CFt′ Gt]′ = {hij

t }, i = 
1,...,(k1 + k3), j = 1,...,q. We further assume that the 
VAR(K) process given by 

tKtKtt UHHH    11        (2) 
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where {Φk }, k=1,...,K, are (k1 + k3) × q dimensional auto 
coefficient parameter matrices, and Ut = {uij

t} is a (k1 + 
k3) × q dimensional zero-mean white-noise sequence 
matrix. The following assumptions pertain. 

3. Experimental Results and Analysis 

3.1. Comparison Between Different Methods 

We compared our method with several existing 
methods for processing time series matrix data, including 
Wang et al.’s [6] method, Yu et al.’s [7] method, and 

linear regression (LR) (Table 1). Case 1 lets k1 = 1, k2 = 
1, k3 = 2, and H = 1 and the random seed is fixed; the 
process is iterated 200 times to explore the influence of p, 
q, and T on the model. In Table 1, “Our” method denotes 
the MSE of our estimated value and the true value, “Yu” 
method denotes the MSE of Yu et al.’s [7] estimated 
value and true value, and “Wang” method denotes the 
MSE of Wang et al.’s [6] estimated value and true value. 
Further, the columns corresponding to Γ, LR-Γ, R and C 
are all R2 values between the estimated and true values. 
In this case, the latent factor matrix Ft is regarded as a 
number, and R and C are vectors. 

Table 1. Comparison of the results of our method with those of existing methods. 

p q T 
MSE R2 

Our LR Wang Yu Γ LR-Γ R C 

20 20 10 0.992 2.846 0.980  0.985 0.938 0.9961 0.9964 

20 20 20 0.991 5.973 0.999 0.993 0.979 0.944 0.9994 0.9996 

20 20 50 0.986 9.301 0.999 0.995 0.960 0.874 0.9999 0.9999 

20 20 100 0.986 6.786 0.998 0.996 0.981 0.966 0.9999 0.9999 

10 20 50 0.995 5.576 0.997 0.991 0.971 0.894 0.9998 0.9996 

20 20 50 0.986 3.184 0.999 0.995 0.977 0.940 0.9995 0.9997 

50 20 50 0.982 3.136 1.001 0.998 0.982 0.944 0.9994 0.9999 

100 20 50 0.992 3.343 1.001 0.998 0.984 0.956 0.9994 0.9999 

20 10 50 0.992 3.288 0.997 0.992 0.958 0.912 0.9982 0.9997 

20 20 50 0.986 2.925 0.999 0.995 0.984 0.952 0.9993 0.9996 

20 50 50 0.983 4.725 1.001 0.998 0.992 0.970 0.9999 0.9996 

20 50 50 0.983 4.725 1.001 0.998 0.992 0.970 0.9999 0.9996 

 

Table 1 shows that the MSE of the three methods 
showed different trends with increasing T. The MSE of 
our method shows a downward trend, and the proposed 
method achieves a better estimation effect. The MSE of 
Wang stabilizes at approximately 0.999 and the MSE of 
Yu is increasing. The accuracy of Yu’s method slightly 
decreased. In general, Wang’s method has the maximum 
MSE. When T = 10, Yu’s method is superior to our 
method. When T > 10, our method is superior to Yu’s 
method. Between the initial value LR−Γ and the 
estimated value Γ, the Γ value calculated by the algorithm 
has a better fitting effect, but the estimate of Γ does not 
change with an increase in T. The prediction effect of R 
and C improves with increasing T. With an increase in p 
and q, the MSE of Yu and Wang showed a rising trend, 
and our method showed a downward trend and then an 
upward trend. When T = 50, the effect of our model is 
estimated to be the best. The overall order of the 
estimated excellent effect is Yu < Wang < Our. When p 
increases, the estimation of C improves from 0.9996 to 
0.9999, and the estimation accuracy of R decreases 
slightly from 0.9998 to 0.9994. When q increases, the 
estimation of R gradually improves from 0.9982 to 
0.9999, whereas the estimation accuracy of C decreases 
slightly from 0.9997 to 0.9996. 

 

3.2. Application to Flight Data 
In this section, we show the practical application of 

the model to airline booking rate forecasting using real 
data from airlines. The booking rate data of the flight are 
stored in an SQL server database. The database contains 
the flight number, collection date, passenger load factor, 
model, number of seats sold, and other related 
information for each flight. The booking rate of 11 flights 
in 2018 was selected as the basic data, which were 
collected 365 days. Data were collected for the following 
flights: CA1684, CA1692, CA1698, CZ 684, CZ6213, 
CZ6225, CZ6318, CZ6482, CZ6657, CZ6658, and 
MU5614. Consider a certain flight as an example, such 
as CA1684. Because the booking rate information is 
collected four times per day in the database, the data 
collected at the latest time of the day is the booking rate 
for that day.  

A single piece of data is continuous time series data. 
Matrix data collection started on January 1, 2018, and 
ended on December 31, 2018 (Table 2), and the predictor 
variables of 11 flights formed a matrix to construct a time 
series matrix. Here, "day0" denotes the booking rate on 
the day of departure, "dayn" denotes the booking rate n 
days before departure, and Yt  is the booking rate 
information of the 11 flights on day t. The data are 
presented in Table 2. 
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Table 2. Format of the original data Yt, taking January 1, 2018 as an example. 

Time 
CA168

4 
CA169

2 
CA169

8 
CZ68

4 
CZ621

3 
CZ622

5 
CZ631

8 
CZ648

2 
CZ665

7 
CZ665

8 
MU56

14 
day0 0.94 0.52 0.47 0.64 0.90 0.92 0.84 0.64 0.89 0.78 0.74 
day1 0.80 0.52 0.50 0.46 0.83 0.90 0.86 0.59 0.91 0.59 0.63 
day2 0.59 0.43 0.52 0.44 0.69 0.83 0.75 0.54 0.66 0.46 0.59 
day3 0.47 0.43 0.55 0.46 0.52 0.69 0.64 0.60 0.71 0.47 0.60 
day4 0.38 0.38 0.47 0.39 0.43 0.64 0.60 0.47 0.68 0.37 0.55 
day5 0.33 0.36 0.38 0.42 0.34 0.53 0.50 0.46 0.64 0.33 0.49 
day6 0.24 0.38 0.34 0.44 0.35 0.44 0.43 0.49 0.61 0.50 0.42 
day7 0.19 0.32 0.29 0.42 0.33 0.45 0.43 0.49 0.58 0.39 0.45 
day8 0.16 0.30 0.26 0.42 0.32 0.38 0.41 0.41 0.46 0.32 0.46 
day9 0.08 0.32 0.21 0.47 0.30 0.35 0.40 0.44 0.41 0.24 0.45 
day10 0.08 0.33 0.20 0.43 0.28 0.29 0.39 0.43 0.40 0.26 0.40 

Because our model and Yu’s model are both based on 
high-dimensional time series, we compared the matrix 
fitting effects of the two models. The effect map of the 

one-week forecast for flight CA1684 is presented in 
Figure 1. 

 

Figure 1. One-week booking rate forecast for flight CA1684.  

 

The data in the seven plots in Figure 1 (the title of 
each figure part indicates the year-month-day and the 
corresponding day of the week) were extracted from the 
load factor of flight CA1684 predicted using two 
different methods. Each set of data contains the booking 
rate from 10 days before departure to the day of departure, 

and the fitting trend achieved the desired effect. The 
black line represents the original data, the red line 
represents our method, and the blue line represents Yu’s 
method. Model of this report is highly sensitive to sudden 
changes in data and has a good fitting effect on changing 
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data. Thus, the model is suitable for practical cases where 
data change rapidly.  

To reflect the accuracy of the model’s estimation at a 
single point, we compared two model with the ARIMA 
(Autoregressive Integrated Moving Average Model, one 

of the most common statistical models used for time 
series forecasting) composed of single points. In Figure 
2, the horizontal axis represents the prediction day 1-15, 
and the vertical axis represents the percentage of the error 
rate on the nth day of the three prediction methods to the 
total error rate. 

 

 
Figure 2. Comparison chart of data error rate percentages. 

In Figure 2, the blue bars denote the percentage of 
error rate of Yu’s method based on the overall error rate, 
white bars denote the percentage of error rate of our 
method, and brown bars denote the percentage of error 
rate of the time series ARIMA method. The error rates of 
our method are lower than those of the other two methods. 
In general, the error rate changes as follows: Our < Yu < 

ARIMA; among them, there are also cases in which the 
time series method is better than Yu’s method. It includes 
our method, Yu’s method, and the ARIMA time series 
method. Three methods corresponding to the error rates 
of different flights were extracted, and a box plot was 
generated, as shown in Figure 3.   

 
Figure 3. Error rates of flight forecast. 

 

Figure 3 shows that the accuracy of the models is in 
the following order: our method > ARIMA time series 
and our method > Yu. ARIMA and Yu’s methods have 
their own advantages and disadvantages; however, Yu’s 
method directly uses a matrix to predict, which makes the 
time shorter. ARIMA must string the time points into a 
vector and then make the prediction, which takes more 
time. The error rate of our method was lower than that of 
the other two methods. 

 

4. Conclusions 

We proposed a method to explore and predict high-
dimensional time series using a matrix dimensionality 
reduction model that fully utilizes known data. The 
proposed method uses a traditional dimensionality 
reduction matrix and projection estimation methods to 
reasonably split the original data. This offers a solution 
to the problem of dimensionality in high-dimensional 
data settings. We refer to the FAVAR model and 
generalize it to a matrix model to accelerate the speed of 
data processing. By selecting a small number of available 
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relevant factors, we can fit a multivariate time series 
model to the overall trend and then make more detailed 
adjustments, allowing us to build the dependence 
structure of the latent factor model and dynamically 
estimate the data at each point. We conducted data 
simulations and proved that the model is stable under 
different parameters. Then, we used the model to 
empirically study the booking rate of 11 flights over 365 
days. The results of the empirical research show that the 
model is robust. Compared with the existing forecasting 
approaches, the proposed method performs well in both 
simulations and empirical data analysis.  
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