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ABSTRACT 
Stock prediction has long had a high profile among investors under the incentives of profit maximization. However, as 
a result of the instability and chaos of the financial stock market, predicting stock prices is challenging. To address this 
problem, the discrete wavelet transformation (DWT) is applied to denoise stock prices when data preprocessing. Long 
short-term memory (LSTM) and linear regression model (LR) are chosen to train the model. The performances of LR, 
LSTM, the combination of DWT and LR and the combination of DWT and LSTM are demonstrated and compared 
when predicting the Apple stock closed prices by using its rescaled closed price five days ago. The prediction results 
proved the effectiveness of DWT and illustrated LR still acts well although it is much simpler compared with LSTM in 
terms of RMSE, MAE, MAPE. These model- based analytic strategies and pre-programmed stock price prediction are 
likely to give precious guidance to investors in the pursuit of maximum benefits. 

Keywords: LR, DWT, LSTM, Apple, Forecast.  

1. INTRODUCTION 

Stock price is a reflection of the performance of each 
company[1]. Pursuing maximized profits, enterprises and 
investors would like to detect the underlying future trend 
of stock prices so that investors can react ahead of time, 
keep pace with the market opportunity, gain immense 
financial revenues with relatively low risk in an effective 
way. Therefore, accurately predicting stock prices is 
crucial and it attracts attention from a broad range of 
skilled personnel to explore techniques to figure out the 
potential direction of stock market[2]. However, it is a 
tough task since tons of trading happen each second 
which affected by politics, unexpected event, global 
economic situation, full of volatility and uncertainty, 
arising automated, pre-programmed analytic strategies to 
execute orders. Based on the Efficient Market Theory by 
Fama[3], predicting financial market is impractical since 
price has already represented all available information. 
He also thought stock prices follow stochastic process, 
which are random and unpredictable[4]. 

Nevertheless, lots of studies have been done for 
predicting stock prices, arranging from simple ways to 
complex models, which indicates that the stock market 
can be predicted to some extent[5]. Mondal, Shit and 
Goswami(2014) stated that Linear Regression models are 
conventional statistical models, including 

Autoregression (AR), Autoregressive Moving Average 
(ARMA), Autoregressive Integrated Moving Average 
(ARIMA)[6]. Particularly, they stated that ARIMA 
model holds great flexibility when dealing with time 
series data, estimating parameter and forecasting. 
Additionally, Cakra and Trisedya[7] combined 
sentimental analysis with Linear Regression, giving rise 
to a surprisingly high accuracy of prediction on Indonisea 
stock prices. Karim and Alam[8] compared Linear 
Regression with Decision Tree on 1-year, six-month and 
three-month datasets, revealing that Linear Regression 
performs better for both small and big datasets. Gupta 
and Nagalakshmi[9] utilized Simple Linear Regression 
and Support Vector Regression to foresee the stock cost 
of the organization, finding that their anticipated 
movement of stock market is kind of agrees with the real 
stock growth. Recently, as Human-Computer 
Intellectualization flourishes, deep learning has become 
one of the most widely used approaches in forecasting 
stock indexes due to its ability to deal with non linear data 
and self-selection for features[10]. Back propagation 
neural network(BPNN) and Recurrent Neural 
Network(RNN) were widely applied in previous 
research[2, 11]. Also, T. Fischer and C. KraussLong 
noted that short-term memory (LSTM) is an another 
powerful models in deep learning when addressing data 
sequence like speaking recognition and time series[12]. 
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Sirignano and Cont[13] conducted optimization by 
stochastic gradient descent (SGD) and fitted three layers 
LSTM units and a feed-forward layer with rectified linear 
units (ReLUs) to predict indexes of NASDAQ stocks. 
McNally et al.[14] leveraged RNN and LSTM on Bitcoin 
dataset with Boruta algorithm and Bayesian optimization 
as selection of features and select LSTM parameters. 

However, there is a significant problem for the 
models above that financial time series in models above 
contain enormous noise. If the noise is included in the 
features, fitted models tend to be volatile since we do not 
intend to consider those noise[15], leading to overfitting 
or underfitting problems[16]. Kim and Han[17] 
combined artificial neural networks (ANN) and genetic 
algorithms (GA) with optimization of feature 
discretization and found that selecting and initializing 
features are indispensable. To deal with it, S. Kumar 
Chandar et al.[2] suggested that Wavelet transform 
would filter the noise and extract the hidden information 
the original time series data. Li et al.[18] decomposed the 
Down Jones Industrial Average (DJIA) index time series 
by the discrete wavelet transform, concluding that the 
wavelet analysis improved the accuracy of predicting the 
trend for noise data under the genetic programming 
algorithm. Moghimihanjani and Vaferi[19] proposed the 
Recurrent Neural Network (RNN) with the wavelet 
decomposition and found it to be highly promising. 

Although the researches on combination of wavelet 
analysis and deep learning exist indeed, more analysis are 
needed. Therefore, in this paper, hybrid models are 
proposed that combines the discrete wavelet 
transformation (DWT) in data preprocessing with 
machine learning models. The empirical process is 
summarized as follows. Firstly, the most traditional 
model linear regression (LR) was chosen as one of our 
analyzing methods. People tend to pay more attention to 
those complex and ignore the effect of simple one. 
Whether this simplest model can also perform well in 
predicting stock prices is what this paper wonders. After 
applying DWT with LR on the tested dataset of Apple 
stock prices from 2014 to 2016, the Rooted Mean Square 
Error(RMSE), Mean Absolute Error (MAE) and Mean 
Absolute Percentage Error(MAPE) are 2.86, 2.15 and 1.9 
respectively. Secondly, LSTM is fitted on the training set 
after denoising and tested its performance on the tested 
dataset because of its advanced memory system. The 
corresponding RMSE, MAE and MAPE are 3.63, 2.96 
and 2.61 respectively. Hence the combination of LR and 
DWT performs better than hybrid model LSTM with 
DWT, showing the superiority of LR on stock price 
prediction. Thirdly, for comparision, data with noise 
were also kept. LR and LSTM are also applied on the 
original noisy data. Compared with the hybrid models for 
LR and LSTM which were denoised, the corresponding 
standard models for LR and LSTM with the original 
noisy data perform worse on prediction of Apple stock 

prices, indicating the significance of DWT when 
addressing chaotic data. 

The rest of the paper is organized as shown below: 
The section 1 presents the related information of chosen 
dataset of Apple stock prices and the methods that will be 
applied. In section 3, the explanation and discussion for 
the results got after applying several models are 
presented. Part 4 makes conclusions of this whole 
research and presents what can be improved or done 
further in the future study.  

2. DATA&METHOD 

2.1 Data 

The original dataset all stocks 5yr, containing 500 
publicly traded domestic companies in United State and 
sp500 indexes, comes from the website 
Kaggle(https://www.kaggle.com/), which contains 
numerous datasets after preliminarily cleaning. It seems 
that no one will argue that Apple company is one of the 
most influential, vibrant and popular technology 
enterprises in the market. Therefore the potential future 
stock trend of this impactive and innovative company 
attracts much attention and deserves to be figured out. 
Data whose company name is AAPL and date is from 
January 1, 2014 to December 31, 2016 are selected and 
the date is set to be the index. This new AAPL dataset 
attributes are open, high, low, close and volume. After 
checking whether data have a null value, the closed price 
for each observation are selected to be the feature and 
then the predictor closed prices are rescaled. Also, the 
corresponding closed price in five days is the label and 
the impact for the rest of weekend in stock market are 
ignored. In other words, the Apple stock closed prices are 
predicted by using the corresponding closed price five 
days ago. 

Table 1 shows several numerical characteristics for 
the closed prices of Apple stock from January 1, 2014 to 
December 31, 2016. The closed Apple stock prices 
peaked at the date February 23, 2015, with 133.00 USD. 
On the January 30, 2014, the closed price(71.40 USD) 
was the lowest from January 1, 2014 to December 31, 
2016. The 25% quantile and 75% quantile of the closed 
prices are 96.10 USD and 115.82 USD respectively. The 
mean of the closed prices is 105.64 USD, which is closed 
to the median closed price 107.94 USD. The standard 
deviation of the selected closed prices is 15.08. 

Table 1. Numerical Summary for the Selected Feature 

 Value 

Min 71.40 

Max 133.00 

Mean 105.64 

Median  107.94 
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Q1 96.10 

Q3 115.82 

Standard Deviation 15.08 

Then this feature is rescaled for convenience of 
executing the following-up models. Discrete Wavelet 
Transform is also applied to denoising the feature, 
generating the data without noise and data with noise. 

2.2. Method 

2.2.1 Min-max Scaling 

Min-max Scaling is one of the most famous 
normalization methods. By applying this method, 
variables will be mapped to the range [0, 1], which means 
the minimum and maximum value of a variable will be 0 
and 1 respectively. The aim is to make variables 
measured under the same scales so that each variable has 
the same portion of contributions for model fitting. Cao, 
Stojkovic and Stojkovic [20] stated that models trained 
on the scaled data tend to have better performance than 
those trained on the unscaled data and ANN requires the 
normality for the input to faster and stabilize the learning 
process. Although in this analysis, only the Apple stock 
closed prices five days ago are chose as the unique 
feature, compared with unscaled data, fitted models are 
likely to be more stable and run faster with scaling, 
especially for deep learning neural networks. The 
mathematical formula is, 

𝑥
𝑥 𝑥

𝑥 𝑥
 (1) 

where 𝑥  is the value after scaling, 𝑥 is the original 
value and 𝑥  and 𝑥  are the maximum and 
minimum value of each feature, respectively. 

2.2.2 Wavelet Transformation 

Wavelet transform is an approach giving signals the 
opportunity to adjust the time-frequency resolution. 
Abbasi, Aghaei and Fard[21] claimed that wavelet 
transform has superior performance in handling highly 
irregular data and variables that operate on distinct time 
scales simultaneously. Mc-Coy et al.[22] purposed that 
wavelet approach makes decomposition according to 
times and frequency and significantly reduces the 
processing time. Under it, original signals o(t) can be 
decomposed into a series of high frequency and low 
frequency data, self selecting the local characteristics of 
signals. Traditional wavelet transform consists of 
continuous wavelet transform (CWT) and discrete 
wavelet transform (DWT) and DWT is used to do 
following analysis. DWT decomposes a given signal into 
a number of sets describing the time evolution of the 
signal in the corresponding frequency band. DWT 
constructs a scaling function vector space and a wavelet 
function vector space at different scales and time 

periods[23, 24, 25]. DWT holds the scaling function (2) 
and the wavelet function (3) [23]. Figure 1 illustrates the 
decomposition of DWT. Three-layer decomposition was 
used in the subsequent experiments in this paper. The 
original signal passes through the high-frequency filter 
and low-frequency filter, being decomposed into detail 
component ("cD" component in Figure 1) and 
approximate component ("cA" component in Figure 1) 
respectively.  

 

Figure 1: Decomposition of DWT 

𝜙 𝑡 2 𝜙 2 𝑡 𝑘 , 𝑗, 𝑘𝜖𝑍 (2) 

Ψ 𝑡 2 Ψ 2 𝑡 𝑘 , 𝑗, 𝑘𝜖𝑍 (3) 

For financial time series, there are various kinds of 
wavelets, including the Daubechies, Haar, Morlet and 
MexicanHat. In this paper, Haar wavelet was applied to 
do decomposition. Other wavelet algorithms may 
perform better on resolution for smooth change of 
original data but cost too much to compute[26]. Haar 
wavelets are not only simple but also able to capture 
fluctuations between adjacent observations[27]. Here are 
some properties of Haar wavelets:  

(1)  Haar wavelets hold the tight support, having the 
significantly sharp drop-off performance[10].  

(2) The support length is short, reducing the 
computation and data processing time[10]. 

(3) Haar wavelets are symmetric, lessening the 
distortion rate under signal decomposition and 
reconstruction[10]. 

As for the selection of threshold functions, soft 
threshold-denoising method and hard threshold-
denoising method are two main streams of the threshold 
functions. Soft thresholding resets coefficients whose 
absolute values are lower than the threshold λ to 0 [28] 
and subtracts the absolute value of the nonzero 
coefficient from the threshold[10]. The expression is: 

𝜔
𝑠𝑖𝑔𝑛 𝜔 |𝜔| 𝜆 , |𝜔| 𝜆
               0                , |𝜔| 𝜆

 (4) 

Hard thresholding resets coefficients whose absolute 
values are lower than the threshold λ to 0 and retains the 
nonzero coefficient[23, 28]. The soft threshold-denoising 
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method is applied in this paper. The expression is 
expressed as followed, 

𝜔
𝜔, |𝜔| 𝜆
0, |𝜔| 𝜆

 (5) 

2.2.3 Simple Linear Regression 

Chen [29] forecast the daily stock return by linear 
regression on the SP 500 Index ETF (SPY) in the second 
day. Assume that the total number of observations is n 
and they are collected in pairs (x1,y1), (x2, y2),..., (xn,yn). 
The relationship between X and Y is developed in a linear 
way with the response Y and the single predictor. The 
statistical relationship is, 

𝑌 𝑋𝛽 𝜀 (6) 

where 𝑌

𝑦
𝑦
⋮

𝑦
, 𝑋

1
1
⋮

𝑥
𝑥
⋮

1 𝑥

, 𝛽  
𝛽
𝛽 , 𝜖

𝜖
𝜖
⋮

𝜖
. 

Here Y is a random column vector, X is a constant 
matrix of the predictor information, β is a constant 
column vector of parameters describing the intercept and 
slope and ϵ  is a random column vector of deviation. 
Similarly, using the sample data, the linear relationship 
is,  

𝑌 𝑋𝑏 �̂� (7) 

where Y and X is the observed responses and predictors, 
b is the vector of coefficients representing possible 
estimated intercept and slope and  e is the residuals. 

To estimate unknown β, the line of the best fit that 
minimizes the sum of the residuals over the whole data is 
supposed to be found. To get such estimators 𝛽  and 𝛽 , 
the residual sum of squares(RSS) is minimized and the 
expression is  

𝑅𝑆𝑆 �̂� 𝑦 𝑏

𝑏 𝑥  

(8) 

To find the optimal 𝛽  and 𝛽 , RSS is differentiated 
with respect to b0 and b1 and the following equations are 
generated. 

𝜕𝑅𝑆𝑆
𝜕𝑏

 2 𝑦 𝑏 𝑏 𝑥 0 
(9) 

𝜕𝑅𝑆𝑆
𝜕𝑏

 2 𝑦 𝑏 𝑏 𝑥 𝑥 0 
(10) 

After simplification, the least square estimators for 
simple linear model with only one predictor appear as 
followed. 

𝛽 𝑦 𝛽 𝑥 (11) 

𝛽
∑ 𝑥 𝑦 𝑛 𝑥 𝑦

∑ 𝑥 𝑛 𝑥
 

(12) 

In this paper, the only predictor used is the Apple 
stock closed prices five days ago. Therefore, simple 
linear regression is used. 

2.2.4 LSTM 

Long Short-Term Memory(LSTM) is a variation of 
RNN. What makes LSTM outstanding is its special 
memory system containing multiple gates and a memory 
cell, solving the long-term dependency problem[1]. 
Moghar and Hamiche[30] also figured out that compared 
with RNN who can not memorize for a long time, LSTM 
tends to be outstanding in predicting long time data. They 
stated that the the memorization of earlier stages and 
information transformation are controlled by gates and 
memory line are incorporated simultaneously. Figure 
3[10] illustrates the structure of LSTM. 

The forget gate regulates the amount of information 
of the previous cell state that can pass through [1]. What 
to be thrown away can be determined by a sigmoid layer 
"forget gate layer". It looks at the hidden layer ℎ and 
the current layer 𝑥  and creates a number in the range [0, 
1] for each number in the cell state 𝐶 [31]. 0 represents 
completely forgetting it and 1 represents completely 
remembering it [31]. This function 𝑓  can be written as 

𝑓 𝜎 𝑤 ℎ , 𝑥 𝑏  (13) 

 

Figure 2. Structure of LSTM 

The input gate controls the information of input signal 
[ℎ , 𝑥 ] that can be stored in the cell state. The sigmoid 
layer here is the input gate layer, deciding what to be 
updated, which expresses as (14). The tanh layer here 
creates a new candidate vector 𝐶  which can be added to 
the cell state[31], illustrating as (15). Replacing 𝐶 with 
𝐶  can be realized by forgetting what have been decided 
to throw away before and putting the scaled candidate 
vector into the new cell state[31].  The equation is (16) 

𝑖 𝜎 𝑊 ℎ , 𝑥 𝑏  (14) 

𝐶 tanh 𝑊 ℎ , 𝑥 𝑏  (15) 

𝐶 𝑓 ∙ 𝐶 𝑖 ∙ 𝐶  (16) 

938             Y. Yang



   

 

The output gate decides what to be outputted. Which 
part of the cell stated will be the output id determined by 
the sigmoid layer[31], expressing as (17). The tanh 
activation function pushes the values in the range [-1, 
1][18]. Finally, the multiplication produces the desirable 
output, expression as (18). 

𝑜 𝜎 𝑊 ℎ , 𝑥 𝑏  (17) 

ℎ 𝑜 ∙ tanh 𝐶  (18) 

There also exists some variations for LSTM we 
mentioned above with different activation functions. The 
task of activation functions is to transform the input to 
get the output of the node. "The sigmoid and hyperbolic 
tangent activation functions cannot be used in networks 
with many layers due to the vanishing gradient problem. 
The rectified linear activation function just overcomes 
the vanishing gradient problem, allowing models to learn 
faster and perform better." [32] Therefore in this paper, 
LSTM with ReLU activation function, 10 memory days, 
3 LSTM layers and 1 dense layer is applied. 

2.2.5 Hybrid method 

In this research, the hybrid methods for stock 
prediction are proposed. On the one hand, the raw data 
are used, followed by performing the basic data 
preprocessing without denoising, created labels, breaking 
them into training datasets and testing datasets and 
applying LR and LSTM respectively. On the other hand, 
DWT is applied on the data with labels, broken into 
training datasets and testing datasets whose size were the 
same as their correspondingly training and testing 
datasets without DWT, and then LR and LSTM are 
applied respectively. Finally the performances of LR, 
LSTM and two hybrid models which were DWT + LR 
and DWT + LSTM are evaluated and compared. Figure 
3 shows the general procedure of this research. 

 

Figure 3: Flowchart of analysis 

3. RESULTS 

In this section, firstly the differences of the feature 
before and after removing the noise are visualized. Figure 
4 shows that the blue curve is much more fluctuating than 
the yellow one, indicating that the curve of Apple closed 
prices becomes significantly smoother after DWT-
denoising method. 

 

Figure 4: Plots of Apple Closed Price Before and After 
Denoising 

Then four models are conducted to predict the Apple 
stock closed prices by using its closed price five days ago, 
which were LR, DWT + LR, LSTM and DWT + LSTM. 
To assess the performance of these developed predicting 
models, three metrics will be used to evaluate these 
models. These criteria measure the distance between the 
true values in the testing set and the values predicted 
using the developed models in the testing set, including 
Mean Absolute Error (MAE), Root Mean Square Error 
(RMSE) and Mean Absolute Percentage Error (MAPE). 
For three metrics used to measure accuracy for models, 
the larger the better. Table 2 shows detailed formulas and 
points that should be minded. 

Table 2: Evaluation Metrics for Models 

 Formula Attention Points 

RMSE 1
𝑛

𝑦 𝑦  
It brings the unit back 

to the actual unit, 

measures the average 

magnitude of the error 

and is easy to interpret 

our model accuracy. 

MAE 1
𝑛

|𝑦 𝑦 | It is not sensitive to 

outliers because of the 

less weight of outliers. 

MAPE 100
𝑛

𝑦 𝑦
𝑦

 It allows error to be 

compared across data 

with different scales 

but has problems 

when the true 

observation is 0. 

 

The evaluation for each model in terms of RMSE, 
MAE and MAPE are illustrated in the Table 3. LR with 
DWT holds the smallest RMSE, MAE and MAPE among 
4 proposed models, which are 2.86, 2.15 and 1.90 
respectively. The RMSE, MAE and MAPE for LSTM 
without denoising are the highest compared with the 
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other three models, which are 5.05, 4.47 and 3.93 
respectively. For both LR and LSTM, after DWT, all 
three metrics will be lowered compared with each 
corresponding model without DWT. Moreover, the 
proposed two LSTM models tend to have larger RMSE, 
MAE  and MAPE than the other two LR models. 

Table 3: Evaluation values for Models 

 LR DWT + 

LR 

LSTM DWT + 

LSTM 

RMSE 3.24 2.86 5.05 3.61 

MAE 2.40 2.15 4.47 2.96 

MAPE 2.12 1.90 3.93 2.61 

Additionally, the experimental results of the 
performances for the linear regression, linear regression 
with DWT, LSTM and LSTM with DWT of Apple closed 
stock price prediction in the testing sets are visualized 
from Figure 5 to Figure 8. 

Figure 5 is the plot of predicting stock prices by linear 
regression, showing that the trend of the predicted prices 
is almost the same as the the trend of true prices but has 
the problem of lag in response. Without removing noise, 
the linear regression almost just uses the corresponding 
price five days ago as the prediction prices. 

Figure 6 shows the predicting stock prices by linear 
regression with DWT. Lag in response seems to be 
improved and the overall predicted prices are close to the 
corresponding true prices. 

Figure 7 shows the performance of LSTM without 
DWT on predicting stock prices. There exists apparent 
distinctions between predicted stock prices and true stock 
prices from approximately October 25, 2016, to nearly 
November 18, 2016. 

In Figure 8, after applying DWT, gaps between 
predicted stock prices and true stock prices from October 
25, 2016 to November 18, 2016 have been significantly 
reduced while stock price prediction from approximately 
December 8, 2016 to nearly December 23, 2016 is lack 
of accuracy. 

It is clear that the prediction of two proposed linear 
regression models get closer to the real stock prices than 
two proposed LSTM models. Also, after using the 
wavelet preprocessing, Linear Regression and LSTM 
tends to display slightly better than those without DWT 
due to the slightly smaller distances between predicted 
stock prices and real stock prices. 

Therefore, DWT is indeed helpful to predict stock 
prices. After denoising, models are fitted better and the 
accuracy of prediction is proved in terms of RMSE, MAE 
and MAPE. Furthermore, the simple linear regression is 
likely to more suitable in this analysis than LSTM. And 

the hybrid model, the combination of DWT and LR tends 
to exhibit the best performance among the four proposed 
models. 

 

Figure 5: Plots of predicting stock prices for Linear 
Regression 

 

Figure 6: Plots of predicting stock prices for Linear 
Regression with DWT 

 

Figure 7: Plots of predicting stock prices for LSTM 

 

Figure 8: Plots of predicting stock prices for LSTM with 
DWT 

4. CONCLUSION 

To assist investors to predict the future trend of stock 
prices, this study proposed hybrid forecasting models 
intermingling the advantage of denoising method and 
machine learning models for the prediction of Apple 
stock closed prices by using the closed prices five days 
ago. The selected feature is Apple stock closed prices. 
After min-max rescaling, all the value of the feature is 
between 0 and 1 and LSTM can execute faster. For hybrid 
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models, labeled data were decomposed by DWT and the 
hybrid LR and LSTM models were trained based on the 
denoised data with the obtained features. The hybrid LR 
holds lower RMSE, MAE, MAPE than hybrid LSTM on 
their testing sets. Then the original LR and LSTM are 
fitted without denoising, having the same comparison 
result as two hybrid models. Finally, the hybrid LR and 
LSTM were compared with the original LR and LSTM 
on their testing sets in terms of RMSE, MAE, MAPE. 
The result of comparision indicates the superiority of 
applying the wavelet transform. DWT improves the 
prediction ability of LR and LSTM models. Also, due to 
the high dependency of the time series stock prices, LR 
seems to be an advisable choice to predict the particularly 
Apple stock prices. Therefore, when enterprises hesitate 
to choose whose stocks to invest and yearn to figure out 
the trend of stock prices of a particular company, linear 
regression with DWT perhaps an alternative model to 
predict stock prices, providing a direction for investors. 

Despite the hybrid LR is outstanding among four 
proposed models in this research, inevitably, the main 
drawback is still that it is dataset specific. In other words, 
this model that yields outstanding performance results for 
Apple stocks may not perform well on an another stock. 
It is hard for the hybrid LR to be applied in an entire stock 
market. Also, there are various denoising wavelets in 
wavelet transform and different activation functions in 
LSTM. This paper does not thoroughly investigate their 
influence in forecasting stock trend, which can be 
continued to fulfilled. Furthermore, the memory days, 
numbers of layers and units do not especially accurately 
chosen. Thus, the LSTM built may not be the optimal 
LSTM. Construct more extra functions to automatically 
optimize the LSTM may be worth trying in the future 
research. 
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