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ABSTRACT 
Nowadays, the march of machine learning brings about the improvements of companies’ ability to respond the changes 
in the marketplace and enables them to balance more easily the supply and demand. Thus, predicting based on historical 
data is getting more and more prevalent. There are numerous approaches applied to attain better results in this research 
area. The data in this research is from Kaggle and is genuine data provided by 1C company. This paper adopts six 
models, i.e., Linear Regression, Ridge regression, Random Forest, GBDT, XGBOOST and Stacking to forecast the 
future sales of retail products based on the historical data. The root mean square error between the real and anticipated 
data is utilized as performance evaluation. And the results show that the stacking method presents the best performance. 
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1. INTRODUCTION 

The sales trend is always changing over time. It is 
necessary to make the prediction based on the past data 
to find out the supply and demand to avoid the scarcity 
or oversupplying from this. Many giant firms have started 
to use the historical data to forecast the future sales to 
adjust their marketing strategies. Prediction by machine 
learning based on the historical data has been 
increasingly common nowadays.[1] Mitchell mentioned 
that machine learning is one of the most rapidly growing 
technical fields today and data-intensive machine-
learning methods are applied to many walks of life 
including financial modeling, marketing and so on. And 
finding the novel and suitable learning algorithms and 
theory propels the machine learning forward. Besides,[2] 
Hasan presented in his paper that analyzing the gigantic 
data with machine learning to solve business problem 
such as predicting future sales and future demand is very 
crucial to every company and prediction has been an 
integral and key part of the business value chain. Thus, 
applications of machine learning to sales prediction are 
proving to be promising and pretty important to any 
organization as a valuable reference. And finding a best 
model to address the specific problem is also worth 
thinking.  

There are some papers focusing on the comparison of 
different time series forecasting methods but not as much 
as expected and numerous papers employ the complex 
models to solve the time series problem, such as Neural 
network, LSTM and ARIMA.[3] Gupta used multiple 

methods, for example, Random Forest, Neural network 
and SVM to solve a time series problem about the covid-
19 in his paper. He compared the several methods and 
found that Random Forest is the best way to solve that 
specific problem. [4] Pan used the XGBOOST model to 
predict hourly PM2.5 concentrations in China. And the 
regression models of random forest algorithm, multiple 
linear regression, decision tree regression and support 
vector machine are applied as well to compare with 
XGBOOST. The results show that the XGBOOST 
algorithm outperforms other data mining methods. [5] 
Using an ensemble learning methodology, Ashkan 
employed the random forest (RF) model to forecast both 
the exact values and the class labels of 24hourly prices in 
the California Independent System Operator's (CAISO) 
day-ahead energy market. It has been discovered that the 
proposed data mining approach performs well in both 
forecasting the precise value and classifying prices as low, 
medium, or high. It can be found that in different cases, 
the performance of each model will also change. Only 
experiment as much as possible in different situations and 
then people can better explore the applicability, strengths, 
weaknesses and potential of different models. Moreover, 
it has also been found that there are not many papers 
mentioned the stacking method in this time series 
prediction. Therefore, in this paper, several basic 
methods will be applied to make the prediction of sales 
of the retail stores and the comparisons between different 
methods will be made to find a best model for this 
specific problem. The stacking methods is presented in 
the paper as well. 
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There are several steps in the experiment, including 
data pre-processing, feature engineering and selection, 
model selection, and model parameterization. These 
stages contribute to the generalizability of the final 
prediction model, and each of these procedures is critical. 
During the experiment, some better methods came up 
according to the deficiency of the prior method. The 
stacking method is employed as well. First, an 
approximate preview of the data is made, and missing 
data is processed. Next, the data is analyzed visually. 
Then hidden information in the data is mined and new 
features are created. Finally, the different models are 
used to make the prediction. Linear Regression, Ridge 
Regression are first used to make a prediction. Random 
Forest Ensemble, GBDT Ensemble and XGBOOST 
Ensemble are used respectively to make the prediction in 
order to increase the complexity of stacking. The 
selection of models and order of use also can be regarded 
to be a replay of the process of model optimization. 
Different models yielded totally different results and 
each model also has its own strengths and weaknesses. In 
order to integrate the results of these models, the stacking 
method can be used to train the model again on the basis 
of the original prediction results. In this experiment, root 
mean squared error between actual and predicted data 
works as the evaluation of the performance. Then, 
through the comparison of different aspects, it has been 
found that the most accurate models for this specific 
problem in the paper is stacking method. It indeed gives 
the lowest RMSE. 

The paper is organized as follows. A description of 
the data is given in Section 2. Section 3 concerns about 
the process of exploratory data analysis and data cleaning. 
The methods for modelling these data are introduced in 
Section 4. In Section 5, the results of different modelling 
methods and a brief comparison of these methods will be 

presented. In section 6 and 7 are in regard to discussing 
the results and making the conclusion, respectively. 

2. DATA 

1C Company is a Russian software development and 
publishing company that is completely independent of 
any other organization. This company is widely regarded 
as the market leader in commercial software on the 
Russian internal market. 

It launched a competition on the Kaggle platform 
(https://www.kaggle.com) titled "Predict future sales," 
which is concerned with time series prediction in order to 
discover a robust model that can handle this problem and 
allow them to alter their marketing plans as necessary. 
The company offered historical sales data for every store 
and item that is sold on a daily basis on the Kaggle. The 
daily historical data ranges from 2 January, 2013 to 31 
October, 2015. Forecasting total sales for each product 
and store for the upcoming month is a requirement for 
competitors.  

Prior to initiating the data analysis process, it is 
essential to conduct a preliminary investigation into the 
data collection's distribution. In order to ensure the 
accuracy of the prediction accuracy, it is necessary to 
check the missing information from train sets and test sets. 
By organizing and aggregating the data, the pandas 
function can generate a table similar to Table 1 that 
contains an overall summary of the data. The Table 1 
contains information on the daily transaction volume, 
total transaction amount, and price of the product. As 
demonstrated by the table, there is a significant difference 
between the minimum and maximum value of 
“mean_price”, respectively 0.09 and 5000. This implies 
that there may be outliers.   

Table 1. descriptive statistics of the train set data 

 Date_block_num Item_cnt_month Mean_cnt_day Mean_price 

mean 15.16 1.81 0.86 748.00 

min 0.00 -22.00 -22.00 0.09 

max 33.00 1474.00 500.00 5000.00 

Afterwards, using Matplotlib and Pandas, conduct 
visual analysis to identify data trends, detect abnormal in 
data, and prepare the data for further processing before 
continuing. In Figure 1 and Figure 3, it is clear to see the 
outliers that need to be addressed. Dealing with 
anomalous data can aid in the model's generalizability by 
allowing it to become more general. Aside from that, the 
visualization process can uncover some previously 
undiscovered information, allowing for the identification 
of features that have an impact on the prediction quantity 

to be discovered. These characteristics can also stimulate 
the development of fresh ideas for the company's 
marketing strategy. For example, Figures 2 and 3 
illustrate the sales trend over time and the difference in 
sales between items. This kind of graphs assists in 
identifying hidden trends in sales and delving further into 
some of the aspects that may affect sales, hence 
improving prediction accuracy.  
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Figure 1 Daily sales value of the items 

 

Figure 2 Sales of different product 

 

Figure 3 The trend of the sales by month 

After data reconstruction and outlier processing, 
hidden information can be mined from the data to create 
new features to enhance the effectiveness of the model. 
The link between various characteristics and monthly 
sales must be examined in order to trim the data, lower 
the variance of the data in order to ensure the 
generalizability of the model, and avoid overfitting when 
the model is applied to the data in the following step. 

The following feature engineering process was 
carried out using a variety of feature-picking strategies 
based on the model that was chosen: correlation analysis 
and Ensemble's own feature selection tool. This method 
has the potential to significantly increase the 
performance of the models through experimentation. 
What’s more it has been observed that using time series 
to build a variety of trend features can significantly 
improve the accuracy of the resulting model. Thus, 
moving averages utilized in the trials include moving 
averages of three, six, and twelve months, which were 
used to reflect the short, medium, and long-term levels of 
month-to-month sales, as well as to generate monthly 
indicators. 

3.METHODOLOGY 

3.1 Linear Regression 

Linear regression is a statistical analysis method that 
uses regression analysis in mathematical statistics to 
determine the quantitative relationship between two or 
more variables that are interdependent and is widely used 
in different prediction problems. This algorithm is a most 
basic regression model which has a fast calculation speed 
without parameter adjustment. 

In general, linear regression can be solved by least 
squares, and a straight line can be calculated: 

  𝒚  𝒂  𝒃𝒙                                              (1) 

Where x refers to the explanatory variable, y is the 
dependent variable, a is the intercept (the value 
of y when x = 0), and b is the slope of the line. 

However, there is often more than one factor 
influencing y. Therefore, a straight line like this is 
required to fit our data: 

𝒚 𝜷𝟎 𝜷𝟏𝒙𝟏 𝜷𝟐𝒙𝟐 ⋯ 𝜷𝒌𝒙𝒌 𝜺            (2) 

where 𝜷𝟎, 𝜷𝟏, … , 𝜷𝒌 refers to the parameters, and 𝜺 is 
the random term. 

3.2 Ridge Regression 

Linear regression is based primarily on the least 
square method. The limitations of the ordinary least 
squares method make it impossible to use it directly for 
linear regression fitting in many cases. In order to solve 
the problems that arise in both cases, Ridge Regression 
came into being. The ridge regression algorithm emerged 
with the goal of finding one such solution among the 
underfitting and overfitting algorithms. The ridge 
regression algorithm will regularize the over-fitted higher 
power function. Regularization is the operation of 
reducing the higher power of a higher power function to 
a lower power. Regularization is divided into L1 
regularization and L2 regularization. L1 regularization is 
the elimination of higher powers by directly setting the 
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higher power coefficients to 0. L2 regularization means 
replacing the higher power coefficient with a coefficient 
infinitely close to 0, thus reducing the impact of the 
higher power on the whole linear regression process. 
Ridge regression can be regarded to be a modified least 
squares estimation method that effectively prevents the 
model from overfitting by adding the L2 regular term (2-
norm) to the loss function and helps to solve the problem 
of inverse difficulties under non-full rank conditions, 
thereby improving the robustness of the model. [6] 
Kannard mentioned in his paper that the probability that 
Ridge regression produces a smaller squared error than 
least squares is greater than 0.50. 

In the standard equation method, an equation is 
derived to solve for the regression coefficient: 

𝝎   𝑿𝑻𝑿 𝟏𝑿𝑻𝒚                        (3) 

The following formula can be obtained by adding the 
regular term： 

 𝜽 𝑿𝑻𝑿 𝝀𝑬 𝟏𝑿𝑻𝒚                   (4)                                  

3.3 Random Forest 

The Random Forest is an ensemble technique of 
multiple decision trees. For the classification problem, 
the final classification result is decided by voting on a 
multi-tree classifier. For the regression problem, the 
mean value of the predicted values of the multiple trees 
determines the final prediction result. [7] The training 
samples for each tree are random. The set of training 
features for each tree is also randomly drawn from all 
features. The introduction of two randomness is crucial 
to the classification performance of random forests. Due 
to their introduction, the random forest is less likely to 
fall into overfitting and has good noise immunity. 

During bootstrapping, some data may not be selected, 
these data are called out-of-bag (OOB) examples. The 
calculation formula is as followed: 

𝒍𝒊𝒎
𝒏→

𝟏
𝟏

𝒏

𝒏 𝟏

𝒆
                            (5) 

Where n refers to number of samples 

When n is large enough, approximately 36.8 percent 
of the training samples are not selected. In random forests, 
with out-of-bag (OOB) examples, we do not need to take 
out a part of the data, out-of-bag (OOB) examples is that 
part of the data that is not used, we can even directly use 
it as a validation set. [8] 

[9] Zhang used this model in his paper concerning 
about the time series prediction and it presented the best 
performance. 

3.4 GBDT 

This model is an iterative decision tree algorithm. 
GBDT consists of multiple decision trees and finally the 

residual values derived from each tree are accumulated to 
make a decision. This is an algorithm with high 
generalization capability. Since it is the gradient values 
that GBDT has to fit in each iteration, the decision tree 
used by GBDT is a CART regression tree. Like other 
strengthening methods, build the model in the form of 
stage, and by allowing the optimization of the loss 
function of arbitrary separable variables to a generalized 
model. [10] Yang used this method in his paper to predict 
the stock and GBDT was the most accurate model for 
their problem.  

This paper makes use of the GBDT regression 
technique. Assuming a training set sample 𝑇
𝑥, 𝑦 , 𝑥, 𝑦 ,…, 𝑥, 𝑦  , a maximum number of 

iterations T, a loss function L, and the output is a strong 
learner f(x). The f(x) can be shown as below: 

𝒇 𝒙 𝒇𝑻 𝒙 𝒇𝟎 𝒙 ∑ ∑ 𝒄𝒕𝒋,𝑱
𝒋 𝟏 𝑰 𝒙 ∈ 𝑹𝒕𝒋

𝑻
𝒕 𝟏      (6) 

3.5 XGBoost 

The XGBoost algorithm is often used in competition. 
In many papers, this method is always applied to deal 
with complex prediction problems and get a high degree 
of accuracy. Hence, it seems that using this method 
usually makes the accuracy of the prediction a big 
improvement. Gradient boosting is the XGBoost's 
original model, which iteratively combines weak base 
learning models to create a stronger learner.[11] The 
critical distinction between the boosting class of 
algorithms is the way gain is defined in each round of 
residual tree fitting. The gain definition used by 
XGBOOST is the structure score before splitting minus 
the structure score after splitting, and the splitting point 
with the highest gain is chosen as the optimal splitting 
point, i.e. the splitting point that results in the greatest 
reduction in model loss relative to the loss before splitting. 
XGBOOST customizes the gain splitting to optimize the 
decrease of the model's loss function in each iteration, 
hence speeding up the optimization. And XGBOOST 
adds a penalty term, which is mostly composed of the 
number of leaf nodes and their values, which minimizes 
the model's variance and prevents overfitting. [12] 
Swami employed this method in his paper and it 
presented the best performance in his experiment. 

The objective function of XGBOOST is expressed as: 

 𝑶𝒃𝒋 𝒕 ∑ 𝑮𝒋𝝎𝒋
𝟏

𝟐
𝑯𝒋 𝝀 𝝎𝒋

𝟐 𝜸𝑻𝑻
𝒋 𝟏            (7) 

 Where 𝑮𝒋 refers to the sum of the first-order partial 
derivatives of samples contained in leaf node j (a 
constant), 𝝎𝒋 is the value of the jth leaf node, 𝑯𝒋 is the 
sum of the second-order partial derivatives of samples 
contained in leaf node j (a constant) and T is the number 
of leaves. 

 

408             C. Sun



   

 

3.6 Stacking 

Stacking regression is an integration learning 
technique that combines multiple regression models by 
means of a meta-regressor. Aside from that, each base 
regression model is trained with the entire training set, 
and the output of each base regression model is used as 
input for the meta-regressor as meta-features during the 
integration learning process. The meta-regressor then 
combines multiple models by fitting the meta-features to 
each base regression model. The following is a brief 
diagram of the stacking method as demonstrated on [12] 
CSDN. 

 

Figure 4 Concept diagram of stacking 

4. RESULTS 

A growing number of algorithms with improved 
performance have emerged in recent years, as machine 
learning continues to develop. Several model selection 
methods have been tried, including SVM, neural 
networks, and KNN methods. However, due to the large 
amount of data, the training speed of these models is 
extremely slow, tuning the parameters is difficult, and the 
actual efficiency of the model is not as good as some of 
the models applied in this paper.  

In this experiment, the data set is divided into a 
training set, a validation set and a test set and root mean 
squared error (RMSE) between actual and anticipated 
data serves as a means of evaluating performance. RMSE 
is the square root of the mean of the squared differences 
between predicted and actual observations. It is a 
measure of the observed value's divergence from the real 
value.  

The calculation formula is as followed: 

𝑹𝑴𝑺𝑬
𝟏

𝒎
∑𝒎

𝒊 𝟏 𝒚𝒊 𝒚𝒕
𝟐                     （8） 

Where m refers to the number of observations, 𝒚𝒊 is 
actual value and 𝒚𝒕 is predicted value. 

The results of the training and validation sets derived 
from different models are listed in the Table2. 

 

Table 2.  Prediction results of different models 

RMSE 

Models 
Train set Validation set 

Linear Regression 0.391 1.248 

Ridge regression 0.635 0.864 

Random Forest 0.656 0.997 

GBDT 0.561 0.988 

XGBOOST 0.425 0.956 

Stacking 0.657 0.745 

As is shown in the table, the RMSE of the linear 
regression validation set is significantly larger than the 
RMSE of the training set, indicating that the model is 
overfitted. The RMSE of the validation set decreases and 
the degree of overfitting falls in the ridge regression 
exactly because the regular term is included in the ridge 
regression. In addition to the first two linear regression 
models, the following three models are tree models. As 
can be observed, the fitting impact improves 
incrementally, and the validation set's root mean square 
error diminishes.  

The first five models obtained varying fits to the 
training set, and in order to combine their predictions, a 
model training was done again using their prediction 
outputs. The stacking model is formed by feeding the 
second layer of the model the prediction results from each 
individual model in the first layer of the validation set. In 
other words, the stacking training set's features are 
composed of five prediction results. I used the previous 
best performing XGBOOST model in the stacking 
method. And it is obvious that some single model 
predictions were found to be overfit, whereas stacking 
strategy not only minimized overfitting but also greatly 
improved model performance. Among these methods, the 
stacking model has the best fitting effect and 
performance. 

5. CONCLUSION AND FUTURE WORKS 

This study employs six models: Linear Regression, 
Ridge regression, Random Forest, GBDT Ensemble, 
XGBOOST and stacking to forecast future sales for the 
store, which are based on previous sales data provided by 
the company. The results demonstrate that the strategy of 
stacking effectively combines the results of the many 
models and delivers more accurate forecasts than other 
approaches. During the experiment, it has been found that 
data pre-processing, feature engineering and selection, 
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model selection, and model parameterization all 
contribute to the generalizability of the final prediction 
model.  

Unfortunately, due to linguistic constraints, some 
further potential features in the dataset cannot be mined 
in this time. For instance, whether the store is an online 
store or an offline store is not categorized as a feature. 
Additionally, there are not enough experiments to 
compare the characteristics of these models, and some 
time series models such as ARIMA are planned to make 
predictions in future work. 
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