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Abstract. Artificial intelligence and internet of things (IoT) fields have
contributed to the flourishment of the industry 4.0 concept. The main
benefits include the improvements in terms of device communication,
productivity, and efficiency. Nevertheless, there is a downside concerning
the security of these systems. The amount of devices and their diver-
sity prove a security risk. Due to this intrusion detection systems are
paramount. This paper proposes a novel framework exploiting extreme
gradient boosting machine learning model which is optimized by a mod-
ified version of the multi-verse optimizer metaheuristic. The UNSW-NB
intrusion dataset was used for experimental purposes on which the other
cutting-edge techniques were tested and compared. The results provide
the proof of improvement as the proposed method outperformed all other
overall metaheuristic performances. Furthermore, the units for truthful-
ness and polarity for the case have been established as a standard evalu-
ation system. True and false positives exist alongside the same negative
counterparts. The results provided by these metrics have been visualized
and used for further comparison proving the superiority of the perfor-
mance of the proposed solution.

Keywords: intrusion detection · swarm intelligence · XGBoost ·
optimization · multi-verse optimizer algorithm

1 Introduction

Industrial Revolution 4.0 has emerged due to advancements in the field of Inter-
net of Things (IoT). This influences every aspect of the industrial process which
includes factories. Benefits such as a larger network of devices capable of commu-
nication results in a new concept called smart factories. The list of improvements
does not stop at communication of devices. Rises in productivity and quality
are expected with implementations of such concepts. Furthermore, the resulting
product can be more customizable towards the client’s requests.
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Although, strong enhancements as such do not come without disadvantages.
With the increase of devices on the network risk of intrusion also increases. Multi-
ple factors have an influence on security. Difficulties for maintaining satisfactory
security levels include lack of standardization, device compatibility, substantial
financial resources, lack of staff expertise, and proper response and mitigation to
failure as well to intrusion. Additionally the number of devices especially influ-
ences the last two mentioned hindrances. Real-time intrusion detection systems
are the most common countermeasure of choice for these cases [51].

The improvements in the security filed have benefited from advancements
in the fields of artificial intelligence (AI) [28] and machine Learning (ML) [29].
Furthermore, recent sophisticated systems exploit the developments in hardware
terms, as more powerful hardware becomes accessible. The improvements of AI
and ML solutions contribute as well to the security field. Success follows such
algorithms especially with the optimization of NP-hard problems.

The downside to these types of solutions is that they have high cost in terms
of computational resources as they commonly work with enormous datasets. In
terms of the complexity of the algorithms themselves, important control param-
eters that can be abundant only increase the complexity. This problem is opti-
mizable and it is referred to as hyper-parameter optimization. Tuning hyper-
parameters is a process that requires manual adjustments as it is considered
NP-hard. The mentioned NP-hard optimizers shine with this sort of problem.
Considering the no free lunch theorem [58], every problem requires a tailored
solution as no single solution solves all problems equally well.

Consequentially, new solutions are constantly explored while the existing are
improved. A distinguished algorithm in terms of performance is eXtreme Gra-
dient Boosting (XGBoost) [27]. Ensemble learning methods have proven to give
higher performance stability in comparison to traditional models. The random
forest optimizer is exceptional for the problems of classification. XGBoost is
the improved version with the introduction of regularization terms as well as
second-order derivatives. These solutions have been applied for various prob-
lems like business [42], finance [30], the industry [35], and last but not least
security [72].

However, XGBoost has flaws. The optimization of the XGBoost is com-
plex due to large amount of control parameters. Swarm intelligence (SI) algo-
rithms [18] have yielded more than satisfactory results in terms of optimization
considering the complexity of the problem [1]. Stochastic and population-based
nature of these algorithms makes them prone to symbiosis with ML techniques.

The key contributions of this work:

– Development of a modified multi-verse optimizer algorithm (MVO), with
changes towards the addression of known deficiencies.

– Configuration of the manufactured algorithm for the framework that opti-
mizes the XGBoost parameters.

– Assessment on the UNSW-NB 15, popular intrusion detection benchmark
dataset.
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– Evaluation with different cutting-edge techniques designed to tackle the same
issue.

The organization of the rest of the paper:
Section 2 gives information on this research’s required technologies, Sect. 3

describes and shows the original version of the modified algorithm alongside the
performed modifications, Sect. 4 provides the experimental setup followed by the
results of the research, lastly Sect. 5 has the goal of summarizing this work with
final comments.

2 Preliminaries and Related Works

2.1 Overview of XGBoost

As mentioned regularization terms and second-order derivatives are exploited
with the XGBoost. The reason for such modifications to the random forest opti-
mizer are justified in terms of performance which as a result is higher than with
similar algorithms used for complex problems. Furthermore, objective function
is improved for better optimization characteristics by additive training method.
Introduction of such mechanism allows for learning based on past outcome, tak-
ing into account the previous step. The Eq. ’1 describes the XGBoost model t-th
objective function:

Foi =
∑n

k=1 l
(

yk, ŷ
i−1
k

+ fi (xk)
)

+ R( fi) + const (1)

for l term loss in the t-th round, const constants term, and R regularization term.
The R is calculated by the Eq. (2).

R( fi) = γTi + λ
2

∑T
j=1 w

2
j (2)

in which the customization parameters are γ and λ, and it is important to
emphasize that the tree structure is simpler for larger values of these parameters.

Second-order Taylor expansion is used for overfitting mitigation as in Eq. (1):
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The Eq. 4 calculates the first derivative g, and the Eq. 5 calculates the second
derivative h.
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The combined equations Eq. 2, Eq. 4 and Eq. 5 into Eq. 3 form the following
equations:
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for which the score of the loss function is Fo∗, and the weights of solutions are
given as w∗

j .

2.2 Swarm Intelligence Applications in Machine Learning

Nature inspired algorithms are considered metaheuristic to which group swarm
intelligence belongs to. Swarming behaviors observed in nature translate well
to computer algorithms which alongside SI stochastic and population charac-
teristics makes them excellent optimizers for NP-hard problems. Even so, the
space for improvement still exists and the best results are obtained by employing
hybridization. The goal of this process is to eliminate the shortcomings of com-
bined algorithms. The unimproved versions of the optimizing algorithms mostly
have problems with the balance between the two main phases, exploration and
exploitation. The first phase focuses on expanding the area of search, and the
second phase localizes the best solution. The end goal is the global optima, for
which trade-off has to be considered between these two phases.

Widely applied and optimized algorithms are ABC [34], firefly algorithm (FA)
[60], elephant herding optimization (EHO) [56], bat algorithm (BA) [61], particle
swarm optimization (PSO) [46], and whale optimization algorithm (WOA) [45].

More recent powerful algorithms are the MVO [40], salp swarm algorithm
(SSA) [38], monarch butterfly optimization (MBO) [57], and grasshopper opti-
mization algorithm (GOA) [41].

NP-hard complexity with real world problems is common and hence the
application of these algorithms is diverse. Some notable examples are artificial
neural network optimization [7–10,12,14,15,19,21,26,32,36,48,53,54], wireless
sensors networks (WSNs) [4,11,13,52,65,75], cryptocurrency trends estimations
[44,49], finally the COVID-19 global epidemic-associated applications [22,25,64,
66,69–71,73], computer-conducted MRI classification and sickness determination
[17,20,24,33,55], cloud-edge and fog computing and task scheduling [3,5,6,16,
23,50,67], and lastly securing networks through intrusion detection [2,31,43,62,
63,68,72,74].

3 Proposed Method

3.1 Basic Multi-verse Optimizer Algorithm

The multi-verse optimizer algorithm belongs to population-based stochastic algo-
rithm group. The inspiration for this algorithm is a physics concept based on
multi-verse theory. It states that the possibility of multiple big bangs, or oth-
erwise regarded in science as the birth of a universe, is real and that there
are other universes. For such phenomena to exist certain characteristics are
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required. The universes should be able to overlap and communicate. The con-
cepts from this theory that influence the MVO are wormholes, black holes, and
white holes. These concepts are closely related to the previously mentioned inter-
action between universes. The big bang can be considered as a white hole, as
physicists believe that it played a role in the birth of a universe. The black holes
are the opposite having stronger gravity which attracts everything. Wormhole is
concept in-between as the role for it has been determined as a bridge between
universes. The algorithm respects the basic population-based algorithms key
characteristics as it is divided into exploration and exploitation phases. For the
exploration the white and black holes are applied to mathematical formulas, and
the wormholes for exploitation.

The process of optimization is achieved along these rules:

– For high universe inflation rate, the greater the chance for a white hole.
– For low universe inflation rate, the chances are higher of a black hole.
– High inflation rate universes send objects by white holes, while the opposite

receive them by black holes.
– All objects can spontaneously change universes towards the best one without

regards to the inflation rate.

Therefore, the chance for objects to travel to universes with lower inflation
rate through white holes is higher and this justifies the process of improvement
over iterations. The model for the exchange of objects through tunnels is a
roulette wheel mechanism. During all iterations, the universes are firstly sorted
by their inflation rate, and choosing one for its chance to have a white hole.

Algorithm 1. Pseudocode for the original MVO algorithm
while maxFFE is not satisfied:
for each universe (solution) as i:

for each object (solution’s component) as j:
r2 = random value between 0 and 1;
if r2 lt Chance of wormhole esixting:

r3 = random value between 0 and 1;
r4 = random value between 0 and 1;
if r3 < 0.5:

U(i, j) = Optimal universe(j) +Travelling distance rate ∗ ((ub(j) − lb(j))) ∗ r4 + lb(j)
else:

U(i, j) = Optimal universe(j) −Travelling distance rate ∗ ((ub(j) − lb(j))) ∗ r4 + lb(j)
end if

end if
end for

end for
Replace each solution whose trial = limit with pseudo-random individual from the search
end while
Show best solution, post-process results and visualization

3.2 Modified Multi-verse Optimizer Algorithm

A simple modification in the code has been introduced, to improve the capa-
bilities of the original implementation of MVO. Each solution is assigned trial
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variable, that is initially set to 0, and incremented after each iteration. If a par-
ticular solution has not been improved after k rounds, it is removed from the
populace, and replaced by a novel, randomly produced individual. Due to the
small number of solutions and rounds, k was set to 2 in the experiments that
follows. Modified algorithm has been simply named improved MVO - IMVO.

4 Experimental Reports and Discussion

In this section the dataset for network intrusion experiments is described along-
side the used metrics of performance. Afterwards, the comparative analysis
against other excellent performing techniques is performed.

4.1 Datasets and Metrics

The dataset chosen by authors is UNSW-NB 15 https://www.kaggle.com/
datasets/mrwellsdavid/unsw-nb15, created with IXIA PerferctStorm toolset for
raw network traffic collection. Cyber Range Laboratory of the Australian Center
for Cyber Security (ACCS) has authored this dataset. The content of the dataset
includes regular traffic observed, and mock cyber-attack patterns. Multi-class
and binary classification are both supported by the dataset. The use in this
work is with the binary classification. The dataset is pre-split into training and
testing set, which were combined for the purposes of this research. In terms of
preprocessing the data the string data type had to be converted to integers. Fur-
thermore, the incomplete data was removed, and the data did not have a value of
state was considered as such. Protocol state numerical values are: FIN - 0, INT -
1, CON - 2, ACC - 3, REQ - 4, RST - 5. The Fig. 1 shows the class distribution
and the heatmap of the variable correlation in UNSW-NB 15 dataset.

Proper testing basis was established with the use of standard metrics related
to this problem. True positives (TP), true negatives (TN), false positives (FP),
and false negatives (FN). From their exploitation an accuracy formula is derived:

ACC = (TP + TN)
/
(TP + FP + TN + FN) (8)

Furthermore, precision, recall, and F-measure are used and calculated by the
(9)-(11).

Precision = TP
/
(TP + FP) (9)

Recall(sensitivity) = TP
/
(TP + FN) (10)

F − measure = (2 · Precision · Recall)/(Precision + Recall) (11)

The execution of test cases was performed over 8 iterations for 10 solutions,
with 10 runs in overall. The parameters for XGBoost were setup as in [31] for
the same ranges.

https://www.kaggle.com/datasets/mrwellsdavid/unsw-nb15
https://www.kaggle.com/datasets/mrwellsdavid/unsw-nb15
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Fig. 1. Class distribution and heatmap of the correlation between the variables of the
binary UNSW-NB 15 dataset

4.2 Experimental Findings and Comparative Analysis

Every compared metaheuristic has been tested over 30 independent runs with 8
iterations, while the XGBoost model was developed by each approach by opti-
mization of the following six hyper-parameters within pre-defined boundaries:

– learning rate (η), boundaries: [0.1, 0.9], type: continuous,
– min child weight, boundaries: [0, 10], type: continuous,
– subsample, boundaries: [0.01, 1], type: continuous,
– collsample bytree, boundaries: [0.01, 1], type: continuous,
– max depth, boundaries: [3, 10], type: integer and
– γ, boundaries: [0, 0.5], type: continuous.

Thus the vector length of the solution is provided with L = 6. The parameters’
boundaries were empirically decided. The presented IMVO was used to optimize
the hyperparameters, and the approach was named XGBoost-IMVO.

The level of performance of the introduced XGBoost-IMVO model were
tested against the basic MVO and five other superior metaheuristics, namely
FA [59], BA [61], SCA [37], WOA [39] and TLB [47]. All other contenders were
validated in the same experimental setup and with the same population size and
number of rounds, with default control parameters. Table 1 presents the simula-
tion results related to the obtained error over the course of 10 runs. The prime
result for each metric has been noted in bold. The proposed XGBoost-IMVO
model obtained the most predominant best, worst and mean values with respect
to other contending metaheuristics, XGBoost-MVO obtained the best median,
while XGBoost-BA achieved best Std and Var scores.
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Table 1. Overall Metric

Method Best Worst Mean Median Std Var

XGBoost-IMVO 3.12E-03 3.69E-03 3.39E-03 3.44E-03 1.93E-04 3.73E-08

XGBoost-MVO 3.19E-03 4.25E-03 3.52E-03 3.40E-03 3.54E-04 1.26E-07

XGBoost-FA 3.19E-03 3.87E-03 3.58E-03 3.59E-03 2.06E-04 4.25E-08

XGBoost-BA 3.37E-03 3.87E-03 3.62E-03 3.62E-03 1.49E-04 2.21E-08

XGBoost-SCA 3.44E-03 4.43E-03 3.74E-03 3.69E-03 3.37E-04 1.14E-07

XGBoost-WOA 3.37E-03 3.81E-03 3.61E-03 3.62E-03 1.50E-04 2.26E-08

XGBoost-TLB 3.62E-03 4.50E-03 3.99E-03 3.97E-03 3.19E-04 1.02E-07

Table 2. Detailed Metric

XGB-IMVO XGB-MVO XGB-FA XGB-BA XGB-SCA XGB-WOA XGB-TLB

Accuracy (%) 99.6878 99.6815 99.6815 99.6628 99.6565 99.6628 42.3156

Precision 0 0.992323 0.992321 0.992321 0.990346 0.992640 0.991656 0.185667

Precision 1 0.997926 0.997849 0.997849 0.998078 0.997466 0.997772 0.809915

M.Avg. Precision 0.996876 0.996813 0.996813 0.996630 0.996562 0.996626 0.692963

Recall 0 0.991000 0.990667 0.990667 0.991667 0.989000 0.990333 0.614000

Recall 1 0.998233 0.998233 0.998233 0.997771 0.998309 0.998079 0.379159

M.Avg. Recall 0.996878 0.996815 0.996815 0.996628 0.996565 0.996628 0.423156

F1-score 0 0.991661 0.991493 0.991493 0.991006 0.990816 0.990994 0.285117

F1-score 1 0.998079 0.998041 0.998041 0.997925 0.997888 0.997925 0.516514

M.Avg. F1-score 0.996877 0.996814 0.996814 0.996629 0.996563 0.996627 0.473162

Table 2 depicts the detailed experimental outcomes on the UNSW-NB 15
dataset, and it is obvious that the XGBoost-IMVO scored the highest accu-
racy of 99.6878%, leaving gehind XGBoost-MVO and XGBoost-FA that scored
99.6815%.

In order to graphically present the superiority of the XGBoost-IMVO app-
roach over other contenders, Fig. 2 depicts the convergence graphs and box plots
of the error and the objective function, for all described algorithms. To provide
more insight into the results achieved by XGBoost-IMVO, Figs. 3, 4 and 5 yield
precision-recall (ROC) and receiver under operating characteristics (ROC), area
below the curve (AUC), confusion matrix over the employed dataset, and one
versus rest (OvR) ROC curves with respect to the best individual.
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Fig. 2. Convergence and box plot graphics for all contenders

Fig. 3. PR and ROC plots of the presented XGBoost-IMVO model over the UNSW-NB
15 dataset
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Fig. 4. The XGBoost-IMVO confusion matrix for UNSW-NB 15 dataset

Fig. 5. The XGBoost-IMVO one versus rest (OvR) ROC
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5 Conclusion

The presented work in this paper contributes an XGBoost algorithm opti-
mized by the modified multi-verse optimizer contributed in this work. The pro-
posed method has been evaluated on the intrusion detection benchmark dataset
UNSW-NB 15, while the comparison was performed for 5 other metaheuristic
techniques that have fared well for this problem on the same dataset. The con-
clusion is that the improvements were achieved as the proposed solution outper-
formed other solutions. Furthermore, this makes the proposed method suitable
for real-life usage. Regarding the space for improvement, the proposed method
will be tested on other datasets of the same type for the reasons of furthering
the stability of the results for better practical application of the solution.
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Strumberger, I., Bezdan, T.: Hybridized sine cosine algorithm with convolutional
neural networks dropout regularization application. Scientific Reports 12(1), 1–20
(2022)

15. Bacanin, N., Zivkovic, M., Bezdan, T., Cvetnic, D., Gajic, L.: Dimensionality
reduction using hybrid brainstorm optimization algorithm. In: Proceedings of Inter-
national Conference on Data Science and Applications. pp. 679–692. Springer
(2022)

16. Bacanin, N., Zivkovic, M., Bezdan, T., Venkatachalam, K., Abouhawwash, M.:
Modified firefly algorithm for workflow scheduling in cloud-edge environment. Neu-
ral Computing and Applications 34(11), 9043–9068 (2022)

17. Basha, J., Bacanin, N., Vukobrat, N., Zivkovic, M., Venkatachalam, K.,
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