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Abstract. In 2012, Amir Hossein Gandomi and Amir Hossein Alavi presented
the Krill Herd algorithm (KH), a revolutionary biologically inspired method for
addressing optimization tasks. On the other hand, another new and powerful meta-
heuristic algorithm called FOX was proposed by Hardi Mohammed and Tarik
Rashid in 2022, to address engineering difficulties, such as pressure vessel design
and electrical power generating tasks, for example, economic load dispatch. The
Dragonfly optimization algorithm, Particle Swarm Optimization algorithm, Fit-
ness Dependent Optimizer algorithm, Grey Wolf Optimization algorithm, Whale
optimization algorithm, Chimp optimization algorithm, Butterfly optimization
algorithm, and Genetic Algorithm are also evaluated against the FOX algorithm.
This paper demonstrates how the KH and Fox Algorithms are implemented, and
it uses them as a model in a case study to minimize a fitness function. As a conse-
quence, theKHandFOXalgorithms successfully enhanced the original population
and found the best option.

Keywords: Metaheuristic · Krill Herd · FOX Algorithm · Optimization

1 Introduction

Metaheuristic optimization techniques have recently become popular for tackling com-
plicated optimization issues. These algorithms are more powerful than traditional
approaches, which are based on formal logic or mathematical programming (Yang,
2010). The metaheuristic algorithms’ two key characteristics are intensification and
diversity (Gandomi et al., 2013). Themost common advantages of using these algorithms
are to perform complex real-world problems in the shortest amount of computational
time. Optimization algorithms are produced from natural systems, biological, chemi-
cal, and physical systems, such as Krill Herd Algorithm, Bacterial Foraging Algorithm
(BFA), Ant Colony Optimization (ACO), and Gravitational Search Algorithms (GSA).

Consequently, a Krill Herd algorithm is proposed for solving many real-world prob-
lems in different areas of our lives (Gandomi & Alavi, 2012). The KH algorithm is
based on a simulation of krill individual herding behavior. The objective function for
krill movement is the smallest distance between each krill from food and the maximum
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density of the herd. Recently, a FOX algorithm has been developed for tackling engineer-
ing difficulties (Mohammed & Rashid, 2022). The FOX simulates the natural foraging
behavior of foxes when pursuing prey. To execute an effective leap, the algorithm is
based on approaches for estimating the distance between the fox and its prey.

As a result, since 1948, when Alan Turing cracked the code of the Enigma encryp-
tion machine, researchers have devised a plethora of metaheuristic algorithms. Turing’s
heuristic method inspired the development of the Genetic Algorithm (GA) (Sumida,
1990), which simulates natural evolution. Since the GAwas proposed, many approaches
have been developed, including Tabu search (Glover, 1989), Ant Colony Optimization
(ACO) (M., 1992), simulated annealing (Bertsimas & Tsitsiklis, 1993), Bacterial Forag-
ing Algorithm (BFA) (Passino, 2002), Gravitational Search Algorithms (Rashedi et al.,
2009) and Fitness Dependent Optimizer (Abdullah & Ahmed, 2019). If the reader is
interested in learning more about meta-search algorithms, more information will be pro-
vided in the future (Jovanovic et al., 2022), (Zivkovic et al., 2021), (Bacanin,Antonijevic,
Bezdan, et al., 2022), (Zivkovic et al., 2022), (Bacanin, Zivkovic, Bezdan, et al., 2022),
(Salb et al., 2023), (Zivkovic et al., 2023), (Bacanin, Zivkovic, Al-Turjman, et al., 2022),
(Bacanin, Zivkovic, Sarac, et al., 2022), (Bacanin, Zivkovic, Jovanovic, et al., 2022),
(Bacanin, Arnaut, Zivkovic, et al., 2022).

The primary contribution of the research is to utilize KH and FOX as case studies
to manually optimize and obtain optimal solutions. As a result, simple step-by-step
instructions are provided. Researchers can also utilize the paper to expand, enhance, or
hybridize these algorithms with others.

The structure of the paper is divided into some parts. First, the introduction to the
KH algorithm, pseudocode, and flowchart is given in Sect. 2. The mathematical imple-
mentation of the KH algorithm is illustrated in Sect. 3. Presenting the FOX algorithm is
shown in Sect. 4. A case study of the FOX algorithm is explained in Sect. 5, and finally,
the conclusion was outlined.

2 Krill Herd

The KH algorithm is based on a simulation of krill individual herding behavior. The aim
function for krill movement is the smallest distance between each krill’s food and the
maximum density of the herd. As an initial stage in this algorithm, they define a search
space and a group of individuals is chosen from the population. Afterward, evaluate the
fitness function and examine the best krill, worst krill, and best position. Figure 1 shows
the work of the KH algorithm in action. The depiction of the KH algorithm’s search
process is shown in Algorithm 1.
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Fig. 1. The Krill Herd algorithm’s flowchart
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Algorithm 1 Krill Herd Algorithm

1: Initialization of krill parameters: Vf, RDmax, max, CR, MR, and 
np.

2: for j = 1 to np do
3: for i = 1 to d do
4: xij = LBi + (UBi − LBi) × U(1, d) {Initialization of 

krill population}
5: end for
6: Compute fj {Evaluate each krill}
7: end for
8: Sort the krill and find xbest, where best     (1, 2,…., np)
9: while t < Max_iterations do
10: for j = 1 to np do

11: Perform the three motion calculation using Eq. (1),
(8) and (10)

12: xj (t + δt) = xj (t) + δt dxj/dt {Update each krill}

13: Fine-tune xj+1 by using krill operators: Crossover 
and mutation

14: Evaluate each krill by xj+1
15: end for
16: Replace the worst krill with the best krill.
17: Sort the krill and find xbest, where best    (1, 2, . . ., n p)
18: t=t+1
19: end while
20: Return xbest

3 A Case Study of KH

Consider the followingminimization function; f(x), where f (x)=X1
2 +X2

2; for integer
X1 and X2, 0 ≤ X1 ≤ 12 and 0 ≤ X2 ≤ 12.

3.1 Calculating First Iteration

Step 1: Initialize the parameters of KH
Let’s suppose we have created a population randomly with four agents. Also, initial data
structures are shown Table 1.

Step 2: Generate the first population randomly and evaluate the fitness values
of random solutions
In the first iteration, calculate the fitness function to find the best krill, worst krill, and
best position as shown in Table 2.

Sort the result of the fitness function from the lowest to the highest value. The Best
Krill = 13, Worst Krill = 244, and Best position = 2, 3. For all four agents in the first
iteration, we assume that F(x) = K and Kgb = Best position = 2, 3. The Lagrangian
model is extended to an n-dimensional decision space.

3.2 Calculating Second Iteration

During this stage, we do the following:

dXi

dt
= Ni + Fi + Di (1)
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Table 1. Initial data structures

Notation Value Description

NR 4 Number of Runs

NK 4 Number of Krill’s

MI 2 Maximum Iteration

C_flag 1 Crossover flag [Yes = 1]

LB 0 Lower boundary

UB 12 Upper boundary

NP length(LB) Number of Parameter(s)

Dt mean(abs(UB-LB))/2 Scale Factor

Vf 0.02 Foraging speed

Dmax 0.005 Maximum diffusion speed

Nmax 0.01 Maximum induced speed

Table 2. Create an agent population at random and examine the fitness of each individual.

Agent X1 X2 X1
2 X2

2 F(x) = X1
2 + X2

2

1 2 3 4 9 13

2 4 6 16 36 52

3 5 8 25 64 89

4 10 12 100 144 244

Step 1: In this step, we evaluate movement induced to find local and target effects.
also, assume that ε = 0.4.

Nnew
i = Nmaxαi + ωnN

old
i (2)

where,

αi = αlocal
i + α

target
i (3)

αlocal
i =

∑NN

j=1
K̂ijX̂ij (4)

X̂ij
Xj − Xi

//Xj − Xi// + ε
= (5)

Xj − Xi =
−1 0
−2 0
−3 0
−4 0
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//Xj − Xi// =
1 0
2 0
3 0

//Xj − Xi// + ε =
1.4 0.4
2.4 0.4
3.4 0.4
2.4 0.4

X̂ij =
0.7143 0
0.8333 0
0.8824 0
0.8333 0

K̂ij = Ki − Kj

Kworst − Kbest
(6)

Ki − Kj =0

0

0

0

Kworst − Kbest = 244 − 13

= 231

K̂ij =0

0

0

αlocal
i = −0.7143 0

0.8333 0
0.8824 0
0.8333 0

where Kworst and Kbest are the krill individuals’ best and worst fitness values thus far;
Ki denotes the fitness or objective function value of the ith krill individual; Kj is the
fitness of the jth (j = 1, 2,… NN) neighbor; X denotes the associated locations, and NN
denotes the number of neighbors. A tiny positive integer, e, is added to the denominator
to avoid singularities.

α
target
i = CbestK̂I ,best X̂I ,best = (7)

Cbest = 2(rand+ I

Imax

)
(8)
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Assume that rand [0, 1] = 0.6 and = ωn 0.3.

Cbest = 2(0.6 + 1/2) = 2(1.1) = 2.2

α
target
i = 491.8914

αi = 492.0559

492.2204

492.3849

492.2204

After that, we find all variables using Eq. (2).

= 4.9206 4.9206

4.9222 4.9222

4.924 4.9238

4.9222 4.9222

Step 2: In this step, we evaluate foraging motion to calculate food attraction.

Fi = Vf βi + ωf F
old
i (9)

where,

βi = β
food
i + βbest

i (10)

β
food
i = Cfood K̂i,food X̂i,food (11)

Cfood = 2

(
1 + I

Imax

)
(12)

Cfood = 2(1 + 1/2) = 2(1.5) = 3

SF = (sum(X/K)) sf = source food, K = F(x) = fitness function (13)

SF =1.6154 2.2308

0.4038 0.5577

0.2360 0.3258

0.0861 0.1189

Xf = Sf ./(sum(1./K)) (14)
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The variable Xf is Food Location.

1/
K = 0.0769

0.0192

0.0112

0.0041

Sum
(
1/
K

)
= 0.1114

Xf =14.5009 20.02513

3.624776 5.006284

2.118492 2.924596

0.77289 1.067325

Kf = cost(Xf ) = X1 + X2

Kf =34.52603

8.63106

5.043088

1.840215

Calculation of distances

Rf =Xf − X

= 12.5009 17.02513

− 0.375224 −0.993716

− 2.881508 −5.075404

− 9.22711 −10.932675

β
food
i = Cfood∗(Kf − K)/Kworst − Kbest/sqrt(sum(Rf . ∗ Rf )) ∗ Rf

= 3 ∗ 21.52603 / 231/ 226.6438081 308.6689996

− 43.36894 − 6.802885893 − 18.0162691

− 83.956912 − 52.24231425 − 92.01808592

− 242.159785 − 167.289343 − 198.2115764

β
food
i = 0.001233472 0.000905691

0.082793243 0.031262465

0.020871003 0.011849296

0.018799358 0.015866542
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Calculation of BEST position attraction

βbest
i = K̂i,best X̂i,best (15)

Rib = X − X

Rib = 0 0

0 0

0 0

0 0

βbest
i = (Kf − K)/Kworst − Kbest/sqrt(sum(Rib. ∗ Rib)) ∗ Rib

= −21.52603 / 231 / 0
43.36894 0
83.956912 0
242.159785 0

βbest
i = 0

0

0

0

ωf = (0.1 + 0.8 ∗ (1 − I/MI)) = (0.1 + 0.8 ∗ (1 − 1/2)) = 0.5

Fi = Vf βi + ωf F
old
i

Fi = 0.02 ∗ 0.001233472 0.000905691 + 0.5∗ 0 0

0.082793243 0.031262465 0 0

0.020871003 0.011849296 0 0

0.018799358 0.015866542 0 0

Fi =0.500024669 0.500018114

0.501655865 0.500625249

0.50041742 0.500236986

0.500375987 0.500317331

Step 3: In this step, we evaluate physical diffusion.

Di = Dmaxδ (16)
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Di = Dmax
(
1 − I

Imax

)
δ (17)

Assume that rand δ = [−1, 1] = 0.4δ = [−1, 1] = 0.4

Di = 0.005 ∗ (1 − 1/2) ∗ 0.4
Di = 0.001

Step 4: In this step, we evaluate genetic operators.

3.3 Genetic Operation

3.3.1 Crossover

C_rate = 0.8 + 0.2 ∗
(
K − Kbest

)
/Kworst − Kbest (18)

K − Kbest =0

39

76

231

Crate = 0.8 + 0.2 ∗ 0/ 231

39

76

231

Crate = 0.003463203

0.037229437

0.069264069

0.203463203

Cr = rand(NP, 1) < C_rate

Cr = 0

0

1

NK4Cr = round(NK ∗ rand + .5)

NK4Cr = 3
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3.3.2 Mutation

X = X (NK4Cr). ∗ (1 − Cr) + X ∗ Cr

4 FOX

FOX replicates fox foraging behavior when hunting prey. The method is based on ways
of measuring the distance between the fox and its prey to conduct an effective leap. The
first step in this algorithm, defining a search space and choosing a group of individuals
is randomly from the population. In addition, the fitness function was examined to
determine the best score and best position. Figure 2 is a flowchart of the FOX algorithm.
The depiction of the FOX algorithm’s search process is shown in Algorithm 2.

Table 3. A new X is generated

Agent Xnew1 Xnew2

1 4.1696 6.616

2 5.2768 8.2768

3 5 8.8304

4 6.384 9.1072

Fig. 2. FOX flowchart
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Algorithm 2 FOX Optimization Algorithm

1: Initialize the red fox population Xi (i=1,2,…….,n)

While it<Maxit

2: Initialize Dist_S_T, Sp_S, Time_S_T, BestX, Dist_Fox_Prey, Jump, MinT,

a, BestFitness
3: Calculate the fitness of each search agent

4: Select BestX and BestFitness among the fox population (X) in each iteration

5: If1 fitnessi>fitnessi+1
6: BestFitness= fitnessi+1
7: BestX=X(I,:)

8: Endif1
9: If2 r>=0.5

10: If3 p>0.18

11: Initialize time randomly;

12: Calculate distance _Sound_Travel using Eq,(1)

13: Calculate Sp_S from Eq. (2)

14: Calculate distance fox from to prey using Eq. (3)

15: Tt=average time;

16: T=Tt/2;

17: Calculate jump using Eq. (4)

18: Find X(it+1) using Eq. (5)

19: Elseif p<0.18

20: Initialize time randomly;

21: Calculate distance _Sound_Travel using Eq,(1)

22: Calculate Sp_S from Eq. (2)

23: Calculate distance fox from to prey using Eq. (3)

24: Tt=average time;

25: T=Tt/2;

26: Calculate jump using Eq. (4)

27: Find X(it+1) using Eq. (6)

28: EndIf3

29: else

30: Find MinT using Eq.(7)

31: Explore X(it+1) using Eq. (9)

32: EndIf2

33: Check and amend the position of it goes beyond the limits

34: Evaluate search agents by their fitness

35: Update BestX

36: It=it+1

37: End while

38: Return BestX & BestFitness

5 A Case Study of the FOX Algorithm

Consider the followingminimization function; f(x), where f (x)=X1
2 +X2

2; for integer
X1 and X2, 0 ≤ X1 ≤ 12 and 0 ≤ X2 ≤ 12.

5.1 Calculating First Iteration

Step 1: Let’s suppose we have created a population randomly with four agents.
In the first iteration, calculate the fitness function to find the best score and best position
as shown in Table 4.
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Table 4. Create an agent population at random and examine the fitness of each individual.

Agent X1 X2 X1
2 X2

2 F(x) = X1
2 + X2

2

1 2 3 4 9 13

2 4 6 16 36 52

3 5 8 25 64 89

4 10 12 100 144 244

Table 5. Initial data structures

Notation Value Description

A 2 According to BestX, this setting is utilized to reduce search performance.

Jump 0 Jump height

c1 0.18 These numbers are based on a red fox’s leap movement, which is either to
the northeast or the opposite.c2 0.82

MintT inf minimum time average

R 0.6

P 0.20

Sort the result of the fitness function from the lowest to the highest value. The Best
score= 13, Best position= 2 3. Also, other variables are defined such as shown in Table
5.

5.2 Calculating Second Iteration

During this stage, we do the following:
These are positions for the first agent: x = 2 and x = 3.

Step 1: To find a new position, we must evaluate the distance sound travels by using
the below equation.

Dist_S_Tit = Sp_S ∗ Time_S_Tit (19)

Time_S_ = Tit random number between [0,1] = 0.5

Step 2: Compute the speed of the sound in this step by using Eq. (20).

Sp_S = BestPositionit
Time_S_Tit

(20)

Sp_S = [2, 3]/0.5



A Systematic Study of Krill Herd and FOX Algorithms 181

= 4, 6

Dist_S_Tit = [4, 6] ∗ 0.5

= 2, 3

Step3: In this step, evaluate thedistance of the fox from theprey; it canbe calculated
by using Eq. 21.

Dis_Fox_Preyit = Dist_S_Tit ∗ 0.5 (21)

= [2 3] ∗ 0.5
= 1 1.5

Step 4: In this step, the fox needs to calculate the jump height; it can be calculated
by the following equation.

Jumpit = 0.5 ∗ 9.81 ∗ t2 (22)

The value of the time transition tt is computed by dividing the total of the Time_S_Tit
to dimensions, the equation below shows the tt computation.

tt = Time_S_Tit/dim

= 0.5/2
= 0.25

Divide tt by 2 to get the average time t.

t = tt/2 = 0.25/2 = 0.125

Jumpit = 0.5 ∗ 9.81 ∗ t2 = 0.5 ∗ 9.81 ∗ 0.1252

= 0.0156

Step5: In this step, the computationof the fox’snewposition is shown in the equation
below.

X(it+1) = Dis_Fox_Preyit ∗ Jumpit ∗ C1 (23)

= [11.5] ∗ 0.0156 ∗ 0.18
= 0.0028 0.0042
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Mint = tt = 0.25.
In this section, we calculate Eqs. 19, 20, 21, 22, and 23 these are positions for the

second agents x = 4 and x = 6.
Step 1: To find a new position, we must evaluate the distance sound travels.
Time_S_ Tit= random number between [0, 1] = 0.4

Dist_S_Tit = Sp_S ∗ Time_S_Tit (24)

Step 2: In this step, we calculate the speed of the sound.

Sp_S = BestPositionit
Time_S_Tit

(25)

Sp_S = [2 3]/0.4 = 5 7.5

Dist_S_Tit = Sp_S ∗ Time_S_Tit
= [57.5] ∗ 0.4

= 2 3

Step 3: In this step, evaluate the distance of the fox from the prey; it can be calculated
by using Eq. (26).

Dis_Fox_Preyit = Dist_S_Tit = ∗0.5 (26)

= [2 3] ∗ 0.5
= 1 1.5

Step 4: The fox needs to calculate the jump height; it can be calculated by the
following equation.

Jumpit = 0.5 ∗ 9.81 ∗ t2 (27)

tt = Time_S_Tit/dim

= 0.4/2
= 0.2

t = tt/2 = 0.2/2 = 0.1

Jumpit = 0.5 ∗ 9.81 ∗ t2 = 0.5 ∗ 9.81 ∗ 0.12

= 0.0491

Step 5: In this step, the computation of the fox’s newposition is shown in the equation
below.

X(it+1) = Dis_Fox_Preyit ∗ JumpitC1 (28)
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= 11.5 ∗ 0.0491 ∗ 0.18
= 0.0088 0.0133

Mint = tt = 0.2
These are positions for the third agent: x = 5 and x = 8.
Step 1: To find a new position, we must evaluate the distance sound travels.

Time_S_Tit = random number between [0, 1] = 0.3

Dist_S_Tit = Sp_S ∗ Time_S_Tit (29)

Step 2: In this step, we calculate the speed of the sound.

Sp_S = BestPositionit
Time_S_Tit

(30)

Sp_S = [23]/0.3

= 6.7 10

Dist_S_Tit = Sp_S ∗ Time_S_Tit
= [6.7 10] ∗ 0.5

= 3.4 5

Step 3: In this step, evaluate the distance of the fox from the prey; it can be calculated
by using Eq. (30).

Dis_Fox_Preyit = Dist_S_Tit ∗ 0.5(30)

= [3.4 5] ∗ 0.5
= 1.7 2.5

Step 4: In this step, the fox needs to calculate the jump height; it can be calculated
by the following equation:

Jumpit = 0.5 ∗ 9.81 ∗ t2 (31)

tt = Time_S_Tit/dim

= 0.3/2
= 0.15

t = tt/2 = 0.15/2 = 0.075

Jumpit = 0.5 ∗ 9.81 ∗ t2

= 0.5 ∗ 9.81 ∗ 0.0752

= 0.0276



184 R. K. Hamad and T. A. Rashid

Step 5: In this step, the computation of the fox’s newposition is shown in the equation
below.

X(it+1) = Dis_Fox_Preyit ∗ Jumpit ∗ C1 (32)

= [1.7 2.5] ∗ 0. 0276 ∗ 0.18
= 0.0084 0.0124

Mint = tt = 0.3
These are positions for the fourth agent: x = 10 and x = 12.
We assume that r < 0.5, then Eqs. 7, 8, and 9 are activated.
Mint = 0.2, a = 1.9
X(it+1) = BestXit ∗ rand(1, dimension) ∗ MinT ∗ a (33)
We assume that Rand (1, dimension) = rand (1,2) = 0.2

X(it+1) = [2 3] ∗ 0.2 ∗ 0.2 ∗ 1.9

= 0.1520 0.2280

Note: if p < = 0.18, Eqs. 1, 2, 3, 4, and 6 are used to find a new position. After that
second iteration, we have this new x as shown in Table 6.

Then, for the next iteration, the same previous steps are repeated.

6 Result and Discussion

The results of this study show that the results have been improved and that individual
productivity has increased as a result of its adoption. According to the obtained results
explained in Tables 3 and 6, it appears that the Fox algorithm works more effectively to
find the best result.

Table 6. A new X is generated

Agent Xnew1 Xnew2

1 0.0028 0.0042

2 0.0088 0.0133

3 0.0084 0.0124

4 0.1520 0.2280
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7 Conclusion

This study presents the KH algorithm and the FOX algorithm. A case study is intended
to describe the steps of the KH and FOX algorithms that may be confusing to readers of
these algorithms. In the experimental findings, theKHandFOXalgorithms demonstrated
their ability to improve and develop attributes, as well as locate the ideal solution. FOX
iteratively improves and achieves better solutions.

In future work, researchers should work on hybridizing, modifying, or improving
these two algorithms. This suggestion is to improve the ability and efficiency of these
algorithms.
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