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Abstract. The interest for cryptocurrencies is high and hence this work
focuses on providing a practical real-world application of the swarm
metaheuristics and long short term memory model (LSTM). The goal
is price forecasting which is interesting due to the high volatility of the
cryptocurrencies. The authors apply LSTM for the solution of the prob-
lem which has been proven to reap results with this type of problem.
The LSTM is further optimized by a swarm metaheuristic - arithmetic
optimization algorithm (AOA). The solution was tested alongside famil-
iar high-performing competitors with the use of standard metrics mean
absolute error (MAE), mean squared error (MSE), mean absolute per-
centage error (MAPE), and root mean squared error (RMSE). These
metrics have been used for comparison between the solutions, upon which
the proposed solution obtained overall best performance that testifies to
the improvement of the solution.

Keywords: cryptocurrency · prediction · arithmetic optimization
algorithm · long short term memory model · optimization

1 Introduction

The potential of cryptocurrencies has been recognized to which testifies its recent
end of one of its most fruitful eras that they have been through. Cryptocurren-
cies are digital currencies or rather computer code that serves as a medium
of exchange. Through application of cryptographic algorithms the security and
transparency factors are guaranteed. As a result, there is no need for a mediator
as everyone on the chain can confirm the validity of a transaction. Additionally,
due to its nature, cryptocurrencies have many advantages over the fiat curren-
cies, which are the traditional currencies like the dollar and euro. Most impor-
tantly, the blockchain platform upon which cryptocurrencies are built adds one
more key characteristic regarding its infrastructure. The characteristic is that
the blockchain is decentralized, hence there is no central authority controlling
the currency. This last feature plays a key role as it allows for independence and
increases the freedom of its users.
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Cryptocurrencies are expanding as more are designed and available for trad-
ing. This number has been only rising, even so largely from 2017 [50]. This
crypto-fever resulted in attraction of a large amount of new users and investors.
Unfortunately, not everyone can be a winner when it comes to any type of invest-
ment and especially in the case of cryptocurrencies. This market is currently
going through its bear period, which means that value is generally decreasing
[27]. This is yet another characteristic not be overlooked which is volatility. The
price is subject to numerous transitions from extreme lows to extreme highs, and
to capitalize on cryptocurrencies, the investor needs to take advantage of these
periods.

This is the reason for applying powerful algorithms to the prediction prob-
lem of cryptocurrency value. This problem is NP-hard, meaning that is not
solvable in polynomial time. Great optimizers for these types of problems have
proven to be metaheuristic machine learning algorithms, especially from the
swarm intelligence (SI) field. These stochastic evolutionary nature based algo-
rithms have found a large domain of application as NP-hard problems are very
much present in real-world tasks. To their advancement, SI algorithms are sus-
ceptible to improvements through hybridization, which makes this field even
more interesting in terms of researching.

This work applies a long short term memory model for price prediction which
is hybridized with the arithmetic optimization algorithm. These models are
applied with this type of problem and only benefit from strong metaheuristic
optimizers [30]. LSTM is considered as a variant of recurrent neural networks
(RNN), and artificial neural networks have successfully been optimized in mul-
tiple different cases with these types of algorithms [35]. The Bitcoin (BTC) is
the most popular and most valued cryptocurrency [43]. BTC heavily influences
the market, and if the price graphs are not looking too good it also reflects on
all the other currencies. This is the case with its rise as well. Note that all the
previously mentioned concepts regarding cryptocurrencies apply to Bitcoin as
well. Its importance is also due to it being the cryptocurrency that broke the ice
and had the most support from the community. Hence, its price has been rising
for the longest time and some consider it the number one currency [39], even
though it is still highly unstable when not comparing it to other cryptocurren-
cies. This has resulted in building trust with the users which allowed for other
cryptocurrencies to follow up, but note that they still trot behind BTC. The
final result is a new medium of exchange accepted by the large masses and it is
important because it holds potential to shake up the world economy.

Regarding the subject of value forecasting, there are two different types.
Univariate, for singular variables, and multivariate for mutlitple. The authors in
this work focus on univariate casting.

The written research is divided in sections and are described in following
text: Sect. 2 provides the basics of the used technologies in the work and similar
applications and solutions, Sect. 3 describes the AOA and the modifications made
with the LSTM, Sect. 4 has a goal of explaining the testing conditions and the
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results of the said tests, and finally the Sect. 5 provides a summary of the work
and revisits the key parts of the research.

2 Background and Related Works

2.1 Blockchain and Cryptocurrencies

Blockchain technology had the most success with the crypto projects, but it is
important to note that this is not its only use. Blockhains are still experimented
with, but serious potential has been noticed with its use in healthcare systems
[54] and even election fraud prevention [37]. Blockchain is a software that relies
on the previous block to confirm the validity of the current one, and the chain
goes so on until the first block. To deepen the concept further, not only is
the oldest block the parent of all other blocks, but this information can be
reached from all other blocks. This information is available to all users in the
network and it required to be confirmed before a transaction is made. This
concept is robust and transparent. Cryptocurrencies exist on the blockchain or
can be rather considered the blockchain itself if we take into account that all the
users from the blockcahin own a part of it which is represented with a numerical
value of the currency. This technology allows for all the concepts previously
discussed which are the key advantages of the cryptocurrencies. The advantage
that was not previously talked about in this paper is the accessibility which is
higher than with the case of fiat currencies. Cryptocurrencies are as a result
flexible, can change ownership, and mostly fast. The speed of the transactions
depends on the users requesting transactions at the moment, as someone still has
to validate them. These are usually large nodes in the network, or put in other
words large currency holders. Validators receive a percentage of each transaction
they process, as this process requires power as well as the mining of the currency.

2.2 Long Short Term Memory Model

The strongest influence on the creation of artificial neural networks (ANN) had
the brain of humans and the way in which it learns. The process of transmitting
and interpreting signals by neurons is implemented as an algorithm. This type
of network applies deep learning and can learn from examples.

RNNs are ANNs that provide two-way data flow and store the information
within the network. Future outcomes are influenced by the previously obtained
input results. Due to this characteristic, the RNNs are suitable for the time-
series prediction problems. The memory mechanism is realized through the cell
replacement in a traditional network by the memory cells from hidden layers.
The structure of the memory cells is divided into three gates: input, output, and
forget. This allows for selective storage and deletion (release) of the data. The
first step is to filter the data through the forget gate ft where rather the data
should be discarded or not is decided. Equation (1) describes the forget gate ft.

ft = σ(Wfxt + Ufht−1 + bf ) (1)
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for the forget gate fc is used, with the range of values from 0 to 1, σ represents
the sigmoid function, variable matrices are Wf and Uf , while the bias vector is
bf .

The following stem applies selection to data for storing in memory cells. The
sigmoid function selects the values for renewal for a given input gate it by Eq. (2).

it = σ(WiXt + Uiht−1 + bi) (2)

while the range for the it is the same as with the previously described ft, and
the bi Wi, Ui are learnable parameters.

The function tanh provides the potential vectors for updating Ct from the
Eq. (3)

Ct = tanh(Wcxt + Ucht−1 + bc) (3)

in which the learnable parameters are bc, Wc Uc.
After the selection of data for storing the given cell state Ct is calculated by

Eq. (4)

Ct = Ft � Ct−1 + it � Ct (4)

where the signification and element-wise multiplication is �, date to be erased
is Ct−1, the selected data is represented by ft � Ct, while the it � Ct shows the
data to be stored in a memory cell Ct.

The hidden state hT is defined the output gate ot provided by Eq. (5).

ot = σ(Woxt + Uoht−1 + bo) (5)

where the range for ot is the same as for the two previous gates, and the input
gate learnable parameters are bo Wo and Uo.

Lastly, the output value ht is represented by the product of ot and the tanh
value of Ct shown in Eq. (6)

ht = ot � tanh(Ct) (6)

2.3 Swarm Intelligence and Literature Review

The increase in popularity of machine learning reflected on swarm intelligence as
well. The developments in these fields have resulted in solutions highly capable
of solving problems of high complexity. Swarm intelligence solutions are inspired
by the behaviors of species that exhibit swarm-like behavior. These behaviors
can regard movement, search for food or road, communication, etc. The large
number of units and cooperation towards the common goal translates well into
algorithmic form as swarm algorithms are population-based, stochastic, and evo-
lutionary.
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The recent success of swarm intelligence is due to their ability to successfully
and efficiently solve NP-hard problems. However, this cannot be achieved in a
single iteration and such runs of the algorithm do not guarantee an optimal
solution. Hence, this probability is increased progressively as the algorithm is
allowed more iterations.

Furthermore, no algorithm performs well for each use case, as the no free
lunch theorem [51] states. Consequentially, the researches experiment with var-
ious algorithms for various problems. Interesting use cases include medical
diagnosis applications [15,21,25,33,42,49], wireless sensor network optimiza-
tions [5,10,13,46,57,66], stock price predictions [17], as well as intrusion detec-
tion [2,31,40,55,56,60,65] and plant classifying task [18].

Additionally, swarm intelligence solutions have become popular due to one
more characteristic of theirs. Such solutions are highly adaptable and optimiz-
able. The process that became a standard for further improvements of the basic
solution is hybridization. Algorithms can be combined with other metaheuristic
solutions to provide a higher performing algorithm or they can be combined with
a machine learning solution to optimize its actions. Some examples are optimiz-
ing cloud computing scheduling, edge and fog computing [3,6,16,24,28,45,59],
feature selection [9,20,23,32,36,47,61], dropout regularization [12], COVID-19
detection and fake news detection [26,58,62–64], tuning artificial neural net-
works [4,7,8,11,14,19,44], text clustering [22,48] and cryptocurrency price pre-
diction as well [41].

3 Proposed Method

3.1 The Original Arithmetic Optimization Algorithm

Recently introduced arithmetic optimization algorithm was created by Abuali-
gah et al. in 2021 [1]. This algorithm is population-based and stochastic. As
mentioned in this work, the guarantee for optimal solution is reached through
iterations. AOA is complex in terms of rules used as it employs different math-
ematical metaheuristics based on the situation. The arithmetic operations that
are applied are addition, subtraction, multiplication, and division. The main
influence of these operations is the control between exploration and exploitation
phases. Note that the algorithm does not calculate the optimization problems’
derivatives during their solution.

Randomly generated solutions make up the population in the initialization
phase. The population is represented as a matrix from which the best is selected
in every iteration, marked as best-obtained. Math optimizer accelerated (MOA)
is used for calculation of the phase selection.

MOA(CIter) = Min + CIter × (
Max − Min

MIter
) (7)

for which the t-th iteration value of function is represented as MOA(CIter),
current iteration is represented as CIter, while the MIter represents the maximum
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number of iterations in 1-MIter. Minimum and maximum of the accelerated
functions are given as Min and Max, respectively.

Exploration is performed if the selected operations are division (D) or mul-
tiplication (M). These operations are suitable for this phase due to heir high
distribution of values. Consequently, they cannot easily approach the solution
for which the other two arithmetics are used. For the goal of exploration it is
needed to search the domain randomly and find a near-optimal solution. Explo-
ration is performed by following equations:

xi,j(CIter + 1) =

{
best(xj) ÷ (MOP + ε) × ((UBj − LBj) × μ + LBj), r2 < 0.5
best(xj) × MOP × ((UBj − LBj) × μ + LBj) otherwise

(8)

where the i-th solution in the following iteration (xi) is given as xi(CIter + 1).
The j-th position of the i-th solution at the current iteration is j(CIter). j-th
position so far best-obtained solution is denoted as best(xj). A small integer
number is given as ε symbol. For the upper and lower boundaries respectively
are used UBj and LBj . The adjustment of the search process is performed by
control parameter μ which has a fixed value of 0.5.

MOP (CIter) = 1 − C
1/α
Iter

M
1/α
Iter

(9)

in which the math optimizer probability coefficient is given as MOP , while the
value of the function at the t-th iteration is given as MOP at CIter. Fixed value
5 is given to the α parameter that controls the accuracy of exploitation through
the iterations.

Addition (A) and subtraction (S) as mentioned before are applied to the
exploitation process. Due to their higher density of solutions they perform better
over the previous two operations in the exploitation phase. The choice of A or
S is conditioned by MOA.

xi,j(CIter + 1) =

{
best(xj) − MOP × ((UBj − LBj) × μ + LBj), r3 < 0.5
best(xj) + MOP × ((UBj − LBj) × μ + LBj) otherwise

(10)

The A and S search operators tend to avoidance of the local optima. Find-
ing the optimal solution while maintaining the diversity of the solution is the
main goal of these two operations. The pseudo-code of the AOA follows in the
Algorithm 1.

3.2 Proposed Optimized LSTM

The AOA algorithm was implemented in a framework with a goal to tune the
hyperparameters of the LSTM. The proposed method has been given the name
LSTM-AOA. The ranges for the optimized parameters have been set to the
following:

– number of neurons - [20, 200], integer
– learning rate - [0.0001, 0.01], continuous
– training epochs - [100, 300], integer
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Algorithm 1. Original AOA pseudo-code
Initialization of the parameters α, μ of the Arithmetic Optimization Algorithm
Random initialization of the positions of the solutions. (Solutions: i = 1, ..., N)
while CIter < MIter do

Calculation of the Fitness Function (F F ) for the given solutions
Finding the best solution (Determined best so far).
Updating the MOA value by the Eq. 7.
Updating the MOP value by the Eq. 9.
for i = 1 to Solutions do

for j = 1 to P ositions do

Generation of random values between [0, 1](r1, r2, andr3)
if r1 > MOA then

Exploration phase

if r2 > 0.5 then

(1) Application of the Division math operator (D"÷").
Updating of the i-th solutions’ positions using the first rule in Eq. 8

else

(2) Application of the Multiplication math operator (M"×").
Updating of the i-th solutions’ positions using the second rule in Eq. 8

end if

else

Exploitation phase

if r3 > 0.5 then

(1) Application of the Subtraction math operator (S"−").
Updating the i-th solutions’ positions using the first rule in Eq. 10

else

(2) Application of the Addition math operator (A"+").
Updating the i-th solutions’ positions using the second rule in Eq. 10

end if

end if

end for

end for

CIter = CIter + 1
end while

Return the best solution (x)

– dropout rate - [0.001, 0.01], continuous

The framework has been developed in tensorflow 2.0/keras, while remaining
parameters have been bounded to keras’ defaults, with the recurrent dropout
equal to 0.01.

4 Experimental Findings and Results

This section aims to describe the conditions upon which the testing was per-
formed as well as the tests that were performed. Furthermore, after the descrip-
tion of the testing process follows the comparison of the results to other tested
solutions. The same experimental setup was applied as in [38] since this research
was inspired by the mentioned work and firm grounds for comparison were
required to be established.

4.1 Metrics

The used metrics for evaluation include mean absolute error (MAE), mean
squared error (MSE), mean absolute percentage error (MAPE), and root mean
squared error (RMSE).

MSE =
1
N

N∑
i=1

(p̂ − pi)2 (11)
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RMSE =

√√√√ 1
N

N∑
i=1

(p̂ − pi)2 (12)

MAE =
1
N

N∑
i=1

|p̂ − pi| (13)

MAPE =
1
N

N∑
i=1

| p̂ − pi

pi
| (14)

in which the predicted price is p̂, the actual price pi, and the total number of
observations is N .

4.2 Dataset

The dataset that was used in the experiments was retrieved from https://finance.
yahoo.com/, that shows daily fluctuations of the Bitcoin cryptocurrency. The
observed period was 1.1.2020. - 6.10.2022, and the close price for Bitcoin was
used. First 70% of entries were used as training set, while the remaining 30%
was utilized for testing, as shown in Fig. 1.

Fig. 1. Dataset visualization

https://finance.yahoo.com/
https://finance.yahoo.com/
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4.3 Experiments

The suggested LSTM-AOA method has been put into the comparison with five
other cutting-edge algorithms implemented in the same framework. The con-
tenders were seeker optimization algorithm (SOA) [29], firefly algorithm (FA)
[52], sine cosine algorithm (SCA) [1], bat algorithm (BA) [53] and artificial
bee colony metaheuristics (ABC) [34]. The contender algorithms were imple-
mented independently, with the default control parameter values retrieved from
their respective publications. For clarity, the methods were named LSTM-SOA,
LSTM-FA, LSTM-SCA, LSTM-BA and LSTM-ABC. All implemented meta-
heuristics have been executed with five solutions in the populace, with eight
rounds in six independent runs. The experiments used 6 lags, while the forecast-
ing was executed 3 steps ahead.

The results of all observed models are summarized in Tables 1 and 2, where
the best achieved metric in each category is highlighted in bold text. Table 1
shows the error indicators for all evaluated models. The proposed LSTM-AOA
method obtained superior level of performance, as it achieved the best values
for all error indicators for one-step, two-step, three-step ahead as well as overall

Table 1. Indicators convergence of observed algorithms on Bitcoin dataset

Error indicator LSTM-AOA LSTM-SOA LSTM-FA LSTM-SCA LSTM-BA LSTM-ABC

One-step ahead R2 0.982563 0.980532 0.974923 0.979675 0.980360 0.978740
MAE 0.016094 0.017160 0.018060 0.016316 0.016285 0.016555
MSE 0.000451 0.000458 0.000599 0.000499 0.000469 0.000527
RMSE 0.021240 0.021397 0.024473 0.022347 0.021648 0.022967

Two-step ahead R2 0.983242 0.979163 0.977829 0.977322 0.975396 0.980789
MAE 0.015247 0.018489 0.017562 0.017335 0.019820 0.016343
MSE 0.000429 0.000495 0.000520 0.000542 0.000583 0.000469
RMSE 0.020723 0.022258 0.022793 0.023277 0.024153 0.021663

Three-step ahead R2 0.983029 0.980286 0.980588 0.978978 0.979813 0.979554
MAE 0.015625 0.017808 0.016756 0.017403 0.017181 0.016479
MSE 0.000426 0.000463 0.000454 0.000497 0.000488 0.000502
RMSE 0.020634 0.021522 0.021316 0.022288 0.022083 0.022408

Overall results R2 0.982946 0.979992 0.977766 0.978671 0.978546 0.979697
MAE 0.015655 0.017819 0.017459 0.017018 0.017762 0.016459
MSE 0.000435 0.000472 0.000524 0.000513 0.000513 0.000500
RMSE 0.020867 0.021729 0.022897 0.022642 0.022654 0.022352

Table 2. Overall results of algorithms on Bitcoin dataset

Method LSTM-AOA LSTM-SOA LSTM-FA LSTM-SCA LSTM-BA LSTM-ABC

Best 4.35E-04 4.72E-04 5.24E-04 5.13E-04 5.13E-04 5.00E-04
Worst 4.74E-04 4.79E-04 5.25E-04 5.16E-04 7.71E-04 5.82E-04
Mean 4.48E-04 4.77E-04 5.25E-04 5.14E-04 6.17E-04 5.27E-04
Median 4.35E-04 4.79E-04 5.25E-04 5.13E-04 5.66E-04 5.00E-04
Std 1.80E-05 3.13E-06 1.71E-07 1.48E-06 1.11E-04 3.88E-05
Var 3.25E-10 9.78E-12 2.94E-14 2.19E-12 1.23E-08 1.51E-09
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results. Similarly, the suggested LSTM-AOA obtained superior overall results
as shown in Table 2 with respect to the best, worst, mean and median values.
LSTM-SOA obtained the second best results, in front of LSTM-SCA and LSTM-
FA.

Aiming to graphically show the supremacy of the LSTM-AOA method over
the contending algorithms, Fig. 2 shows the convergence graph of the indicators,
convergence of the objective function (classification error scale), box plots and
violin plots of the objective function for all included metaheuristics, respectively.
It is possible to note that LSTM-AOA converges significantly faster than other
contenders. Finally, the Bitcoin closing price forecast for the best run of the
LSTM-AOA model is shown in Fig. 3, that displays predictions for 3 steps ahead,
overlapped over the actual close values.

Fig. 2. Convergence graphs, box plot and violin diagrams for all observed methods
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Fig. 3. The best predicted results obtained by LSTM-AOA method

5 Conclusion

The topic of cryptocurrencies still attracts interest and has yet to be explored.
The price of the currency is the most interesting part, besides the technological
improvements made available by blockcahin. This work aimed to provide a more
sophisticated solution for predicting the prices. The AOA and LSTM hybrid
prediction model proved successful over testing periods and fared better than its
competitors. The improvements were achieved. Due to the variety of application
of swarm metaheuristics, the authors tend to explore other solutions from the
same field with this problem.
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