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Abstract. Students’ dropout which is often reflected as at-risk students remains
a major problem in Higher Education worldwide not excluding South Africa.
Numerous factors have been associated with student’s dropout such as first-
generation student pressure, choosing the wrong institution and course, social
status at the institution, academic readiness, financial and family commitments and
poor academic support. A couple of researchers have also established that early
identification of at-risk students with mitigation strategies can decrease dropout.
Test-1 (T1) has often been used for quick identification, but this study investigated
the potential of adding Test 2 (T2) early to improve exam failure prediction. The
study reflected on the role of T1 and T2 in predicting at-risk students (exam failure)
in a small class (Applied Animal Nutrition module at a rural-based University). A
total of 51 students belonging to cohort-1 (23) and cohort-2 (28) participated in the
study for 14 weeks. A hybrid mode of lecture (half online and half face-to-face)
was adopted after the relieved of COVID-19 pandemic. A double blinded study
was used to avoid biasing the study. T1 and T2 predicted that 19.6% and 35.3%
of students were at-risk of failing their exams, respectively. However, the exam
failure rate showed that T1 and T2 were able to predict only 15.7% and 29.4%,
respectively. T2 was 15.5% more accurate in predicting at-risk students than T1.
It was also noticed that cohor-1 performed better than cohort-2 hence need for
further investigation.
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1 Introduction

Higher education (University) is a whole new ball game for learners who comes from
different High School settings (disadvantaged or advantaged) yet treated the same way
especially those that met the minimum admission requirement and go straight into a
degree programme [1, 2]. A lot of studies show that these students become overwhelmed
with their new environment and struggle a lot to cope with their academic core functions
hence leading to high dropouts or low throughput [1, 2]. Dropout has been reported to
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be highest among first year students [3, 4] but it continuous to in-crease throughout the
degree programme and even more serious at the postgraduate levels [5]. It was wors-
ened by COVID-19 pandemic where all Universities moved from traditional face-to-face
teaching and learning to modes such as emergency remote learning and online learn-
ing [6]. Prior COVID-19 pandemic, only few Universities were engaged with Blended
teaching and learning and even fewer offering full online [7]. In Africa, rural-based
Universities suffered the impact of COVID-19 pandemic most and South Africa was not
exempted [8]. The rate of dropout and those that suspended university studies during the
pandemic was even higher despite all the efforts from universities to promote student
learning. Students that are more vulnerable to dropout at universities are often classified
as at-risk students. Therefore, understanding these students and what makes them at-risk
is critical in developing any prediction model or support programmes.

2 At-Risk Students

At-risk is generally used to describe students that do not perform well in a traditional edu-
cational environment and are vulnerable to failing or dropping a module or programme.
Several characteristics associated with at-risk students have been discussed in different
conceptual models of student’s retention and dropout [27]. Tinto argue that each student
is unique and their characteristics will depend on previous academic environment, family
history, own abilities and values, academic intentions and commitment to the educational
process [9]. Several other authors modified the retention and dropout models by adding
new dimensions for better understanding such as external factors (friends) [10], human
capital requirement influences [11] and amount of energy dedicated in studying [12].

3 At-Risk Students’ Identification Models or Methods

Identification is key in reducing student’s dropout which has been described by many
world-wide [13, 27] as well as in South Africa as alarming, using the leaking pipeline
where students failed to complete a programme within the minimum required time or
dropout [9, 14-16]. Among the several methods used for identification of at-risk students
are; 1. Predictive formula: an example of such formula was seen in a study where students
at-risk to fail their National Medical Licensure Examination were identified using the
predictive pass rate formula [17,21]. The study used 7 variables before admissions and 10
variables after admissions which included both demographic data and performance data
regressed. The method was very useful as the predictive formula was able to predict the
five students that failed but there was a 58% false positive prediction, 2. Iterative Logistic
Regression methods: This method used historical student record to try and predict if they
are at-risk of failing or dropping out in future semesters [13]. Their results should that
student identification was possible, and support was rendered, 3. Administrative student
data and Machine learning methods: it uses regression analysis, neural networks, decision
trees, and the AdaBoost algorithm to identify students at-risk. The results showed better
predictive values for private universities than public [ 18]. It was interesting to find out that
accuracy improved from 85 to 95% over four semesters in the private University while
using the model, 4. Using formative assessment in higher education: Here, the students
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were given formative assessment task and during the process, tutors were assigned to the
groups to assist struggling students [19]. The results demonstrated that at risk students’
groups achieved a summative grade average of 8% higher than the class average grade
without the implementation of the early warning system. These are very basic methods
that are potentially cheaper and available for many if not all to implement [19]. In similar
study, Veerasamy, et al. [20] classified the formative assessment method as simple, cheap
and non-machine model available to all.

The study reported that personalized feedback automatically generated for individual
students reduced the gap between at-risk students and those that were not [6]. A predic-
tive model trained to use machine learning and deep learning algorithms: The authors
depended on a machine to pick up student assessments scores and engagement intensity
(learning behaviours) to produced results that were accurate precise, able to recall and
support in the identification of at-risk students [22]. In a similar model, Karalar, et al.
[23] were able to predict students at-risk of academic failure during the COVID-19 pan-
demic. Quiz score, degree, number of lecture notes down-load, number of other course
materials downloaded, and total time spent watching recorded course videos were said
to be the most important variables in the predictive model [23]. Early assessment: This
method and the formative assessment method above were not much different but the
timing (2 weeks) of the assessment makes it very unique in terms of early identification
of at-risk students. The study showed a predictive accuracy of 60% in the identification
of at-risk students as well as established that students with less than 25% marks were
potential at-risk [24]. The non-machine models where key is stimulating the current
study, as its look for alternatives testing that will continue to improve the predictive
accuracy to higher percentages.

In most of the predictive models especially the machine learning models, the variable
collected composed of both intrinsic and extrinsic factors that can play a key role in at-
risk students learning. As good as all the models are, it is a very complex issue when
it comes to individual students’ intrinsic characteristics because development is natural
although can be natured to an extent. In a study by Tokan and Imakulata [25] they were
able to demonstrate that intrinsic motivation and extrinsic motivation does play a key
role in students’ learning. If this is true, it implies that every predictive model design or
conclusion should consider these factors. Despite all these models, universities continue
to see high numbers of at-risk students hence the need for continuous research.

4 Conceptual Framework for the Identification of At-Risk Students

Universities provided, tablets, computers, online learning management systems that were
zero data rated, extra online classes, online tutorials, printed study guides and capacity
building programmes for both staff and students, yet dropout is still high [1]. Many stud-
ies showed that the major problem of at-risk students emanated from missing assessments
(test), high absenteeism [2], no participation in class activities, illness, drugs and alcohol
abuse, peer influence and family related problems (Fig. 1). Therefore, there is a need
to identify these students timeously and put programmes in place that will assist them.
Figure 1 demonstrates a conceptual framework that is used to identify at-risk students.
In most rural-based Universities, the first test is often used to identify at-risk students or
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Fig. 1. Conceptual framework for the determination of At-risk students.

some diagnostic test [28]. This study is suggesting the concept of using test two instead
of only test one to identify at-risk students. The major reason is that test one is often
written so early in the semester which means that less course material to memorize and
reproduce. Therefore, there might be chances of missing students that are at-risk hence
the need to use early test two to try as an attempt to improve the identification of potential
at-risk students. The rural-based University in question, uses test one as one of its main
tool for the identification for at-risk students so as to provide quick help to avoid or
reduce dropouts. Despite this early identification, the number of students that keeps on
failing the exam or the module remains almost the same and sometimes even increased.

Therefore, the question asked was, is test one too early to predict students at-risk?
Based on this, another question was asked, can test two be a better predictor of at-risk
students than test 1? Hence, the main aim of this study was to compare the predictive
potential of test 1 and test 2 in an Applied Animal Nutrition module to predict students
at-risk (potential to fail their final year exams or module) between two different cohorts
in the same class at a rural-based University. It was hypothesized that test one will be a
better predictor of at-risk student than test 2.

5 Materials and Methods

The study was carried out at rural-based University using an Applied Animal Nutrition
module class in the Province of KwaZulu-Natal South Africa. This study used test one
(T1) and Test 2 (T2) as one of the main predictors of at-risk students (those that have the
potential to fail the main exam in a small class (51 students). Within the class, it was also
noticed that the student population were from a diverse background and communities
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around the University. Secondly, the class was coincidentally composed of students from
two different cohorts namely, cohort-1 (23 students) and cohort-2 (28 students). Co-hort-
1 students were admitted a year before Cohort-2 but could not take the module for one
reason or another hence their presence in the current class. A hybrid mode of teaching
(half online and the other face-to-face) was adopted after the relieved of COVID-19
pandemic. All tests and exams were summative in nature and T1, T2 and exams were
written after 4, 6 and 13 weeks, respectively. All tests were written on Moodle Learning
management system and the marks were extracted and downloaded in an excel sheet and
prepared for analysis. A double blinded approach was used to avoid biasing the study.

5.1 Statistical Analysis

For descriptive statistics (frequency and averages of students that passed or failed T1,
T2 or exams) SPSS version 22 software was used while comparison of the effect of
those that failed T1 and T2 on exam failure rates were compared using chai-square.
Differences between T1 and T2 on exam failure rate (at-risk students) predictions were
confirmed when P < 0.05.

6 Results

The results showed that all three forms of summative assessment were successfully
written as shown in Fig. 1a—d. In Fig. la the percentage of students that passed T1
was higher (P < 0.05) than those that past T2. It was also noted that cohort-2 students
performed better (P < 0.05) than Cohort-1 students in both T1 and T2 (Fig. 1a). In the
exams, less (P < 0.05) than 50% of the class did pass when the results were combined for
both cohorts. However, cohort-2 score more than 50% exam passed prate while chort-1
did not. Figure 1d demonstrated the usefulness of T1 and T2 in predicting students that
will fail the main exam. T2 predicted a higher (P < 0.05) number of students will fail
the main exams than T1 and this was truly reflected in the exam results. However, false
positive prediction was higher in T1 prediction than in T2. The overall predictive value
showed that T2 was a better (P < 0.05) predictor than T1.

7 Discussion

Using assessments for the identification or tracking of at-risk students has always been
used by many institutions as well as researchers [3] but the accuracy of predictions is still
questionable because University dropouts are still high or throughput still low. However,
most researchers through different concepts and theories have improved the efficiency
of this method by using complex models to input beyond test marks for the prediction
of at-risk students [4, 5]. Although using these models seems to be moving towards a
positive direction, there are still setbacks because most of the models are still at the
preliminary stages, expensive and complex. Some rural-based universities may not be
well equipped and ready for such complex systems but are still wining by using methods
from first principle to identify at-risk students. Diagnostic testing or test one is being
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Fig. 2. 1a, b, c and d. Student percentage performances in Test 1, Test 2 and exams. 1a demon-

strates the students’ percentages pass and failure in all three assessments while 1b looks at cohort
performance and Ic total passes and lastly 1d predicting exam failure potential using T1 and T2

used by many for identification of at-risk students, but the failure rate is still high hence
the reason for T2 in this study as a potential improvement strategy (Fig. 2).

The results in this study showed that most students did very well in the first test.
This was associated to the fact that T1 is always early in the semester and students
turn to memorize the fewer pages of notes and regurgitate during assessment. However,
it does not dispute the fact that there might still be students that will be struggling. It
was also noticed that, the students in this class were from two different cohorts which
added more value to the study. Cohort-1 was the batch prior COVID-19 pandemic while
cohort-2 was a COVID-19 batch hence embraced online studies more that the resistant
chort-1 that was used to face-to-face teaching and learning. Cohort-2 was consistently
performing better than cohort-1 in both T1 and T2. This brought in the complexity of
intrinsic factors that are very difficult to take care of [25]. However, this study resorted
in separating cohorts into two and reported on their predictability of at-risk students
separately. The results from the exams showed that less than 50% of the class passed
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the exam which was pushed down by cohort-1 where their overall pass percentage was
less than 50%. In terms of at-risk students’ predictability, T2 showed a higher predictive
accuracy than T1. This was very clear when T2 showed a 15.5% more accuracy in
identifying students that will fail the main exam than T1. It was also supported by T2
lower false positive predictor of students that will fail the exam than T1. The hypothesis
was therefore, rejected that T1 was a better predictor of students that have the potential
to fail the main exam than T2.

8 Conclusion

This study demonstrated that both test one and test two had a key role in predicting
whether a student will fail an exam or not. Test two seems to be a better predictor with
more accuracy (15.5%) than test one, hence can add more value among the different
parameters being used for the identification of at-risk students. It was also noted that
extrinsic and intrinsic value still have a key role to play as demonstrated by the differences
in percentage pass rates observed between the cohorts.

Acknowledgements. The study would like to acknowledge the students and staff members who
participated in the study and the Department of Agriculture and University of Zululand for provid-
ing the resources for carrying out this research. This study demonstrates that both test one and test
two have a key role in predicting whether a student will fail an exam or not. Test two seems to be
a better predictor (15.5%) than test one hence can add more value among the different parameters
for the identification of at-risk students. It was also noted that extrinsic and intrinsic value still
have a key role to play as demonstrated by the differences in percentage pass rate between the
cohorts.
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