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Abstract. Reactive hypoglycaemia (RH) is a condition when post-prandial
plasma glucose level drops, usually <70 mg/dl. Its exact cause is unknown and
associated with risk of diabetes among non-diabetic individuals. Attempts are
made to predict RH but met with difficulties due to varied data characteristics
and inconsistent results among different studies. Hence, machine learning (ML)
techniques serve as alternative to improve model accuracy on condition that more
data are added. This study was aimed to evaluate ML algorithms in RH predic-
tion based on limited data of biomedical features. Data of 1540 participants of
biomedical cohort study of risk factors for non-communicable diseases in 2021
were selected. Binary RH was set to be target variable. Analysis was carried out
using Orange software with five supervised ML algorithms, i.e., logistic regres-
sion, decision tree, random forest, support vector machine (SVM) and gradient
boosting. The result showed that RH cases were found at 1.36%, one among these
being diabetic and two had prediabetes. SVM gave the overall best performance
with area under curve (AUC) of 0.733 compared to other algorithms. However,
classifier evaluation metrics (F1, precision, recall) were much better if non-RH
condition was selected as the target. RH prediction unexpectedly plunged their
respective values to zero except for gradient boosting (F1 0.027, precision 0.060,
recall 0.018), indicating large difference of samples between two categories of RH
variable. As promising as it is, these results suggest that careful interpretation of
ML-based modelling is still mandatory when discrepancy of sample size between
classified groups is encountered.
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1 Introduction

Reactive hypoglycaemia (RH) is a condition when post-prandial plasma glucose level
drops, usually <70 mg/dl. This is detected when someone takes oral glucose tolerance
test or 2-h postprandial glucose check after fasting within certain hours [1]. It is often
triggered by anti-hypoglycaemic drugs particularly among elders on diabetes medica-
tion [2]. Although RH is frequently not severe and can be overcome quickly, it can be
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troublesome and sometimes harmful if happens in a wrong time and place without any
bystanders noticing. There are several factors which can flare up this condition such as
hormonal factors, history of bypass gastric surgery and so forth but most often, exact
or notable causes of RH is unknown [3]. In addition, RH is also associated with risk
of diabetes among non-diabetic individuals due to increased insulin sensitivity during
fasting state. The abnormal outburst of insulin secretion after one takes glucose load in
oral glucose tolerance test (OGTT) may lead to pancreatic beta cell exhaustion in long
terms which is then associated with insulin resistance [4]. Therefore, it is not surprising
if abnormalities in some biomedical parameters may also be related to risk of RH [5].

Attempts are made to predict RH but met with difficulties due to varied data charac-
teristics. The incidence of RH is relatively low in several studies, making the prediction
harder using common statistical approach especially when certain assumptions are not
met [6]. Machine learning offers a promising alternative in predictive modelling since
the process of finding the most optimal pattern is carried out automatically based on our
data characteristics by using several algorithms and not restricted to specific statistical
assumptions [7]. Nevertheless, the predictive accuracy of ML-based model gets higher
when more data are added progressively into the existing system [8]. This study was
aimed to evaluate the ML-based modelling of several biomedical variables or features
to predict RH with limited data taken from biomedical cohort study of risk factors for
non-communicable diseases in Bogor 2021. TheThis study results of this analysis can
be used to improve risk factor-based screening method for RH which can later become
the basis for policies in health programs.

2 Materials and Methods

This was a cross-sectional study using data collected during the Biomedical Cohort
Study of Risk Factors for Non-Communicable Diseases which took place in Bogor,
2021. Ethical approval (reference number: LB.02.01/2/KE.169/2021 was obtained from
the Ethical Committee of NIHRD (Balitbangkes), Ministry of Health, Indonesia and
the research team took prior written informed consent from the willing participants. Up
to 1545 respondents participated in the study, yet 1540 managed to follow the entire
process of biomedical data collection and these were selected for final analysis. Binary
RH was set to be target variable and its classification followed the criteria of hypogly-
caemia in Consensus of PERKENI or Indonesian Association of Endocrinologists 2021
[9]. Meanwhile, age group (<45 vs ≥ 45 years old), sex, level of lipid profile (total
cholesterol, low density lipoprotein/LDL, high-density lipoprotein/HDL and triglyc-
eride), categorical variable of estimated glomerular filtration rate (eGFR) according to
CKD-EPI formulation (≥90 vs < 90 ml/min/1.73 m2), and triglyceride-glucose index
(TyGi) and fasting plasma glucose were selected as biomedical features. The calculation
of TyGi the was based on the formula proposed by Simental et al. [10]. Analysis was car-
ried out using Orange software version 3.32 with five known supervised ML algorithms
which included logistic regression, decision tree, random forest, support vector machine
(SVM) and gradient boosting. These five algorithms were chosen due to their robust
performance in terms of labelled classification and their practical availability in Orange
software. The Test and Score widget was picked to determinemodel accuracy estimation
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Table 1. Characteristics of all participants in this study.

Variables n Proportion

Age

<45 years old 462 30.0

≥45 years old 1078 70.0

Gender

Male 466 30.3

Female 1074 69.7

eGFR group

≥90 ml/min/1.73 m2 306 19.9

<90 ml/min/1.73 m2 1234 80.1

Reactive hypoglycaemia (RH)

No 1519 98.62

Yes 21 1.38

Total cholesterol (mg/dl) 202.82 ± 37.87*

HDL (mg/dl) 50.88 ± 13.15*

LDL (mg/dl) 125.17 ± 30.30*

Triglycerides (mg/dl) 130.25 ± 101.60*

Fasting plasma glucose (mg/dl) 105.15 ± 40.65*

2-h OGTT (mg/dl) 139.25 ± 61.43*

TyG index (TyGi) 8.61 ± 0.69*
* Values are displayed as means ± standard deviation and calculated from 1540 respondents

by using stratified random sampling approach, 80:20 ratio of training to test proportion
and 100 repetitions. Besides area under curve (AUC) and classification accuracy, values
for other classifier evaluation metrics such as F1, precision and recall were also dis-
played. The Explain Model widget was also added to help visualization of potentially
significant predictors from the most optimal algorithm.

3 Results

Most participants in this studywere already above 45 years old and dominated by female.
Those who experienced reactive hypoglycaemia (RH) only less than 2% (Table 1). RH
respondents were predominantly male without having prediabetes nor diabetes mellitus
at least for the time point we performed the biomedical data collection (Table 2).

The analysis of ML-based modelling shows that support vector machine gave the
highest overall performance based on the value of area under curve (AUC) and its value
did not change when RH is switched to non-RH condition. The situation is pretty much
the samewithCA, however the oppositewas noticeable for other classification evaluation
metrics, F1, precision and recall.
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Table 2. Characteristics of respondents with reactive hypoglycaemia (RH).

Variables n Proportion

Age

<45 years old 10 47.6

≥45 years old 11 52.4

Gender

Male 14 66.7

Female 7 33.3

eGFR group

≥90 ml/min/1.73 m2 7 33.3

<90 ml/min/1.73 m2 14 66.7

Hyperglycaemic status

Non-preDM/DM 18 85.7

Prediabetes (PreDM) 2 9.5

Diabetes mellitus (DM) 1 4.8

Table 3. Results of the Test and Score evaluationmetrics for each algorithm and their comparison
between reactive hypoglycaemia (RH) and non-RH group.

Algorithms AUC CA F1 Precision Recall Classification

Decision Tree 0.500 0.987 0.000 0.000 0.000 RH

SVM 0.733 0.987 0.000 0.000 0.000 RH

Random Forest 0.587 0.987 0.000 0.000 0.000 RH

Logistic Regression 0.714 0.986 0.000 0.000 0.000 RH

Gradient Boosting 0.695 0.984 0.027 0.060 0.018 RH

Decision Tree 0.500 0.987 0.993 0.987 1.000 Non-RH

SVM 0.733 0.987 0.993 0.987 1.000 Non-RH

Random Forest 0.587 0.987 0.993 0.987 1.000 Non-RH

Logistic Regression 0.714 0.986 0.993 0.987 0.999 Non-RH

Gradient Boosting 0.695 0.984 0.992 0.987 0.996 Non-RH

The accuracy was much better for non-RH group with F1 and precision value
approaching 1 and perfect recall score in 3 algorithms (Table 3) while potential
biomedical features from SVM model plot is shown in Fig. 1.
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Fig. 1. Support vector machine (SVM) model plot of potential biomedical features for reactive
hypoglycaemia (RH) prediction.

4 Discussion

In this study, we showed that the proportion of reactive hypoglycaemia (RH) among
cohort respondents was relatively low, however most cases were found among those
without prediabetes or diabetes mellitus (DM). As shown in Table 2, most RH cases
were among men and those with decreased kidney function and as expected, this result
was partly conflicting with other studies in terms of risk factor prediction for RH [6, 11].
Statistical modelling for a given outcome can be tricky as certain statistical assumptions
should be met and prediction may depend on sample size, number of variables, existence
of outliers and other data characteristics [12]. There are still inconsistent results of
significant predictors for RH among several studies [13, 14]. Modelling via machine
learning (ML) provides promising alternative when it comes to outcome prediction as it
is more flexible in performing algorithms by taking into account data structure besides
other properties [15].

Since the outcome variable was labelled with two categories, supervised learning
method was more appropriate if the main purpose is to seek model classification [16].
Several known algorithms for this include decision tree, random forest, support vector
machine (SVM), logistic regression which is frequently used in statistical software, and
gradient boosting. To perform this one may need to learn essential coding of program-
ming languages like Python, R or others. Another way that is more practical especially
for beginners is to utilize built-in software and Orange becomes a great alternative since
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it’s free, user-friendly and visually pleasing [17]. Nevertheless, predicting RH in this
study was still proven to be difficult given the relatively low value of area under curve
(AUC) across fiveML algorithms. Support vector machine (SVM) gave the highest yield
at 0.733 and this value was still deemed poor when it comes to predictive accuracy [18].
SVM involves position adjustment of an imaginary line referred as hyperplane that seg-
regates two classified groups at the most optimal results it can get. This algorithm also
solves several issues not only in classification but also regression or non-linear problems,
which may explain its high performance [19].

When we look more closely at the evaluation metrics, AUC and classification accu-
racy (CA) were quite high for RH and non-RH but the opposite applied for other param-
eters, F1, precision and recall. AUC is calculated mainly based on true positive rate and
false positive rate [20]. From the value of AUC from SVM, it is notable that some over-
laps in classification still remained at certain extent and prediction score did not match
with the actual label of our target variable. Meanwhile, CA is determined by sum of true
positive and true negative divided by all 4 categories in a confusion matrix. Since the
number of true negative (non-RHgroup) approached near perfection, it is understandable
that this condition could ‘overpower’ limited performance in true positive prediction,
making its value so high [21]. On the other hand, precision is the ratio of true positives
divided by the sum of the true positives and false positives. Since the number of precision
was zero, it can be implied that the value of RH prediction score for true positives was
practically null. Recall is another term to denote sensitivity which is expressed by the
ratio of true positives divided by the sum of the true positives and false negatives. Again,
this value reached null for the same practical reason as that for precision metrics. F1
score is basically the harmonic mean of the precision and recall and will automatically
give zero as both previously described metrics were null [21, 22].

As shown from Fig. 1, low density lipoprotein (LDL) and total cholesterol (TChol)
seemed to be themost significant predictors for ourmodel, but given its low feature value
(blue), its prediction power for RH was weak. Surprisingly, those aged below 45 years
and men were more prone to RH and triglyceride-glucose index (TyGi) as proxy for
insulin resistance was not a considerable determinant, suggesting that other unknown
risk factors, such as genetic or protein markers might contribute to RH rather than the
biomedical features provided in our dataset [6, 23, 24]. Another interesting thing is that
gradient boosting was the only algorithmwhich gave non-zero value although it was still
extremely low. Gradient boosting iteratively builds a “stronger” model from a collection
of “the weaker ones” by learning downsizes from each weaker model and this learning
might give hit at some spots [26]. However, its performance was still not satisfactory as
their overall prediction score across data points was low for RH. These findings suggest
that precision, recall and automatically, F1 score, are more important metrics to detect
imbalance classification since they only focus on the performance score for true positive
as their numerator [22]. Discrepancy of sample size between two labels in our RH target
variable supports the above assumption and this issue may be addressed by using several
measures such as redefining classification in our target variable, exploring other learning
methods besides adding other biomedical features in our model [21, 27].
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To summarize our preliminary analysis, support vector machine (SVM) gave fairly
good in overall predictive performance for reactive hypoglycaemia (RH). But, the eval-
uation metrics were of much higher value in non-RH group compared to RH, indicat-
ing large difference of sample size between two categories of RH variable. Although
machine learning (ML)-based modelling looks very promising, these results suggest
that ML-based modelling must be carefully interpreted when limited data and discrep-
ancy of sample size between classified groups are encountered. One way to improve
this modelling is to follow up the data specific in RH group from the baseline to the
most current observation period and more related determinants for RH are added in the
analysis. Other machine learning algorithms including unsupervised and deep learning
methods, such as convolutional and recurrent neural networks, can be implemented to
investigate the hidden patterns between variables that were not detected otherwise by
the supervised ones.
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