®

Check for
updates

A Note on Grid-Type Directed Acyclic Graph
for Important Property of Resource Allocation
Problem

Mochamad Nizar Palefi Ma’ady®™ and Tabina Shafa Nabila Syahda

Department of Information System, Institut Teknologi Telkom Surabaya, Surabaya, Indonesia
nizar@ittelkom-sby.ac.id,
tabina.shafa.2l@student.is.ittelkom-sby.ac.id

Abstract. We consider the following resource allocation problem on a directed
acyclic graph (the precedence graph). Suppose we have a given X units of a
resource that must be distributed among N activities with some of given return
functions r;(x). The problem is to allocate all of the X units of resource to the
activities so as to maximize the total return. Specific constraint is added that the
total allocation to the designated M machines (M < N) that must be at least Y but
at most Z units (¥ <Z < X). We present and illustrate the dynamic programming
procedure in a grid-type directed acyclic graph by conducting a numerical solution.
As the result, we point out the optimal policy is in independent of the order of
machines as important property of resource allocation problem. We represent the
posed constrained problem in finding a best obstacle-avoiding path.
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1 Introduction

Consider the following resource allocation problem. We are given X units of a resource
that must be distributed among N activities. We impose an additional constraint to a
certain designated M machine (M < N) that is to allocate the X units to be at least Y but
at most Z units, where Y < Z < X. The resource allocation problem is how to optimally
allocate the units among the activities in order to maximize the total return r;(x) [1-3].

In many literatures [4—8], quantitative indicators are proposed to describe the char-
acteristics of a network, including complexity index [9], network complexity, resource
factor, and resource use. Investigation the application of dynamic programming to the
problem of resource allocation in a project with the objective of minimizing the project
completion time did by Elmaghraby [10].

We express the constrained problem into a grid-type directed acyclic graph [11-
14]. Many graph and network problems that are either intractable or have complicated
solutions in the general case are easy in the special case of series-parallel networks [35,
15]. Bein, Brucker, and Tamir [16] show that the minimum cost flow problem is solved
by the greedy algorithm if and only if the graph is series-parallel. Other examples include
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sequencing problems, location problems [9], as well as many combinatorial problems
[7, 8, 10, 17].

We exploit grid-type dag with the spirit of dynamic programming. For any machine
k > M, we have to evaluate Vi (X) for X =0, 1, ..., X-Y. Besides, V;(X) X =0, 1,
..., X is used for machine k < M. Our goal is to find maximum return value to go
from machine k to end that the allocation must be carried out to satisfy the constraint
of machine M. We represent this constraint as an obstacle in dag which is denoted as
illegal path (-00) (see Fig. 1). Then we denote the policy function as I1. In this paper,
we conduct the four steps of common dynamic programming that is definition of optimal
value function, recurrence relation, boundary condition and answer for the machine k =
M. This approach carries out the principle of optimality, which observes the best path
among previously known nodes. Therefore, we can leverage the idea of maximization
S = max{0, X — (X — Y)} into the recurrence relation.

2 Methodology

The common resource allocation problem is given by X units of a resource and told that
these resources must be distributed among N activities wih N data tables ry1(X) (for
i=1,2,..,Nand x =0, 1, ..., X) representing return realized from an allocation of
X units resource to activity i. In this context, we add a constraint of machine M, unit Y
and Z that must be satisfied in finding a best path as shown in Fig. 1.

Initially, we introduce the definition of optimal value function for resource allocation
via dynamic programming in grid-type dag below:

Vin(X) = max return value to go, starting machine k through machine N when X
units of resource still remain to be used.

We keep the value function as the common resource allocation problem without
enlarging it. We propose the recurrence relation for machine M:

Vm(X) =~ max X[rm(X m) F Vi1 (X = Xo) ] (D

.....

where
S =max{0, X — (X —Y)}

We emphasize the argument in the boundary condition for solving the constraint to
reach (X, M + 1) by going down.

Vv (X) = rv(X). 2
Since at least one unit must remain from stage (M + ) on:
X-Z=1 N X, <X-Y 3
—_ = < L < —
- Zi:M+l "= )

from
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Fig. 1. Grid-type directed acyclic graph with obstacle avoidin path.

Vin(0) = —oo (illegal) and V,,,(1) = V,,,4+1(1) for at least one unit to the remaining
(N-M) machines. Let r = X — 1, then X,,,(0) = S, ..., t. That is the range of decision
variable X, should be between S and 7. We concise variables’ definition that X, Y, Z,
N, and M are units of a resource, a designated constraint of minimum unit, a designated
constraint of maximum unit, number of machines, and a designated constraint of certain
machine, respectively. After computing the recurrence relation thoroughly, the answer
is given by:

ViX) = Max X[m X )+ VaX — Xp)] )

3 Numerical Solutiion

We provide a numerical example for the aforementioned method and demonstrate the
solution in backward-pass stage-wise procedure. For example, let the given data where
the first two machines (M = 2) must totally receive at least 3 units (Y = 3) but at most
4 units (Z = X — 1 = 4) in detail on Table 1.

Numerical computation starting from (3) in state of all resources have been stored
as stage 4 followed by (1) in the stage 3 up to 2, whereas resources remain to be used in
the stage 1 with the use of formula (4) regarding backward-pass procedure.

Stage 4 (boundary condition)

V4(0) = r4(0) = 0;
Va(1) = r4(1) = 1
Va(2) = r4(2) = 3.

Stage 3 (recurrence relation)

V3(0) = —o0;
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Table 1. Example for N=4M=2;X=5,Y=3;Z2=4

X @ nE e e
0 0 0 0 0
1 3 1 2 1
2 4 2 4 3
3 6 4 6 6
4 9 8 8 9
5 14 13 10 12
x=0:n30)+V4a(1)=04+1=1
Vsl = max{x —1: 28 I vigo; - 210 =2

=2,1I3(1) = 1;

V3(2) =4, 113(2) =2.
Stage 2 (recurrence relation)
V2(0) = —o0;

x=0:n0)+V;(1)=04+2=2

V2 = max{ x=1:r(1)+ V30) = —00

=2,T,(1) =0
V2(2) = 4, TI,(2) = 0;
V2(3) = 5. TL(3) = 1;

Va(4) = 6, TIx(4) =2 or 3;

Va(5) = 10, IT2(5) = 4.

173

We omit detail computation above, therein the same computation shown in Vi (5)

below.
Stage 1 (answer is given by)

x=0:7r0)+V2(5)=0+10=10
x=1:r1(H)+V24)=34+6=9
x=2:1n12)+V2(3)=4+5=9
x=3:113)+V2)=6+4=10
x=4:1n@+WV1)=9+2=11
x=5:105)+V20) =14+ —00 = —00

V1(5) = max
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Fig. 2. The optimal allocation that satisfy the constraint is indicated by green arrow.

—11,T1,(5) =4

Finally, we trace back the policy function IT;(5) = 4 from stage 1 to 4 to obtain the
optimal path. We can simply follow the policy function in searching the optimal path:

Vi(5) = I11(5) = 4 units — V(1) = T1,(1) = 0 unit — V3(1) = I3(1) = 1 unit
— V4(0) =14(0) = 0 unit

Then, we are able to draw the optimal path into the grid-type dag as Fig. 2. As the
illustration, the optimal allocation is to yield the first machine as many 4 unit of resource,
then the last unit will be allocated at machine 3 with the maximum value return 11 and
satisfies the constraint of M machines, X and Y units.

Hence, we are tracing back the policy function I (5) = 4 from stage 1 to 4 to get the
optimal path. The optimal path is indicated by green arrow, where machine 1 starts with
X = 5 units. The first machine consumes 4 units up to reach the machine 2, followed
by 0 unit of machine 2. The remaining 1 unit is consumed of machine 3. The optimal
solution path is able to avoid the obstacle such diagram in Fig. 2. In this manner, the
order of the machine does not matter. Machine 1 up to machine N may be independent
due to the construction of the proposed solution.

4 Discussion

Zhu et al. [18] investigate constraint resource allocation problem under directed (cyclic)
graph, whereas we investigate the constraint under directed acyclic graph. In their pro-
poses, dynamic programming takes into account in the solution without modeling graph
to grid-type. In the resource allocation context, this paper shows a plausible dynamic
programming approach by modeling a constraint problem into grid-type directed acyclic
graph. It may be an alternative approach for scholars to solve resource allocation prob-
lem in a new manner with appropriate matter or we can convey a certain constrained
problem may result a new approach of dynamic programming uses.
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As we mentioned before, the important findings of this paper in resource alloca-
tion problem with the respected constraint of machines and resources is that the order of
machine does not matter, which uses dynamic programming in grid-type directed acyclic
graph. Therein, in nowadays dynamic programming applications like Xue et al. [19] and
Zhou et al. [20] works tends to include different constraints with different dynamic
programming approach that, as DRAIM of Zhou et al. [20] using dynamic program-
ming winner selection method for delay-constraint and system identification technique
based on neural networks of Xue et al. [19] using adaptive dynamic programming for
constrained event-triggered Hoo.

5 Conclusion

The advantage of the dynamic programming approach is its generality, since it accommo-
dates any form of the resource allocation function. We can solve the constraint problem
of resource allocation that is common encountered in real problem using grid-type dag
of dynamic programming. In the process of solving problem, the order of machines; 1,
2, 3, 4, does not matter. The proposed formula solution is able to solve with any order
of machine resulting the same optimal allocation. That is the important property of this
solving resource allocation problem in the certain constraint. Further, with the numeri-
cal solution of dynamic programming formulation, we can also develop to an automatic
software with interesting visualization of grid-type dag.
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