
Solar Power Generation Prediction

Vinod B. Kumbhar1(B) , Mahesh S. Chavan2, Saurabh R. Prasad1,
and Sachin M. Karmuse1

1 D.K.T.E. Society’s Textile and Engineering Institute Ichalkaranji, Kolhapur, India
vinodkumbhar2012@gmail.com, {srprasad,smkarmuse}@dkte.ac.in

2 KIT’s College of Engineering, Kolhapur, India
chavan.mahesh@kit.coe.in

Abstract. Predicting sun irradiance has been a crucial subject in the production
of renewable energy. Prediction enhances solar system development and operation
and provides several financial benefits to power companies. Statistical techniques
like artificial neural networks (ANN), support vector machines (SVM), or autore-
gressivemoving average can be used to forecast the irradiance (ARMA).However,
because to their scalability or the fact that they are unable to be employed with
huge data, they either lack accuracy due to their inability to capture long-term
reliance. Thus, in this paper the XGBoost algorithm is implemented for predic-
tion and Optuna Algorithm for Hyper parameter tuning and optimizing the results.
Aside from predicting the solar irradiance. It is crucial to create a tool that will
estimate the entire amount of energy that can be produced by a solar power plant,
array, or household solar setup based on the expected solar radiation and the site’s
particular solar panel or array parameters. In this work methodology designed and
developed a system that will not only predict the solar irradiance for next 15 days
based on real time forecast but it will also predict the power generation in units
for your solar power panel or array. This system is currently implemented in a
webapp that can be accessed through any browser.
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1 Introduction

In recent times, conventional energy sources are depleting are harmful to the environ-
ment. Hence, renewable energy sources like Wind Power and Solar Power are getting
the most attention. However Solar Power is still pretty inefficient. Current solar panels
have only 25% to 30% efficiency. These are also high quality expensive solar panels; the
common solar panels have the efficiency of around 10% to 20%. Apart from these facts,
solar panel is still the most abundant and cleaner energy source. However, the biggest
problem with renewable energy is that it is not constant. Thus it is important to predict
the power generation of solar panels through irradiance prediction.
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Fig. 1. Data Flow Model

2 Current Scenario

In present scenario, there are some commercial companies like “solacast” are working
on the same problem. They have developed some commercial solutions too. However,
it is not accessible to everyone as it is paid and not available in a tool format. There are
some tools developed by research agencies like ISROwhich performs the task. But there
are few major differences and none of them are meant to be used by common people.

2.1 Limitations of the Current System

• It is paid and complex (Industry Specific).
• The results are not easy to interpret for home owners or small business owners who
have solar power system.

• In some of the cases, forecast data is not ideal for visualization and planning.
• Hence, in this paper those aspects have been considered to ease the user to find the
solar power generation prediction for their solar power system. AI Techniques for
Transmission Line Performance Improvement

3 Machine Learning Implementation

Following section describes data flowmodel anddevelopment ofmachine learningmodel
(Fig. 1).

3.1 Data Flow Model

3.2 Development of Machine Learning Model

• Input: 25 parameters like temperature, cloud coverage, humidity, wind speed, sunrise,
sunset, etc.

• Output: Prediction of Solar Irradiance in W/m2
• Dataset: Here is how our dataset looks like

A dataset of 100 values is utilized for now, but as the scope of the project increases
dataset size can also be increased to achieve higher accuracy (Fig. 2).
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Fig. 2. Dataset of Solar Irradiance

Fig. 3. Python code for Solar Irradiance Prediction

3.3 Learning Algorithm

This particular problem comes under the category of Supervised Learning. We train
our machine learning mode using the following 3 learning models and compare the
accuracies:

1. Linear Regression
2. Decision Tree
3. Support Vector Machine
4. Artificial Neural Networks
5. XGBoost & Optuna

Here is a segment of the Python code: (Fig. 3)
The following output is obtained using the sklearn, tensorflow and keras libraries in

python: (Fig. 4)
Since we obtain the highest accuracy of XGBoost and Optuna, we opt that model.

A brief explanation about XGBoost is given:
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Fig. 4. Accuracy of different algorithm

Fig. 5. API response

XGboost
XGBoost is a distributed gradient boosting library that has been developed to be very
effective, adaptable, and portable. It uses the Gradient Boosting framework to construct
machine learning algorithms. A parallel tree boosting method called XGBoost (also
known as GBDT or GBM) is available to quickly and accurately address a variety of
data science issues. The same algorithm can answer problems with more than a trillion
instances and runs on key distributed environments (Hadoop, SGE, MPI).

Optuna
A software framework called Optuna is used to automate the optimization of these
hyperparameters. By utilising several samplers, including grid search, random, bayesian,
and evolutionary algorithms, it automatically determines the best hyperparameter values.

3.4 Fetching Real Time Data for Forecast

In order to make evenmore accurate prediction, we are fetching real time data for current
day and weather forecast data for next 14 days. This data is being fetched by an API by
visualcrossing. It contains parameters like, temperature, cloud coverage, humidity, wind
speed, sunrise, sunset, etc.

Following is an example of API response (Fig. 5).
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This API data is then again converted into CSV format and it is again fed to the
model. The model will generate the predictions based on this data (Fig. 6).

3.4.1 Large Scale Application

• This Prediction systemcanbeuseful to large industries, homeowners, small industries,
etc. who use solar power system to predict their power generation.

• This system can help them analyze and plan their power usage in accordance with the
predicted data.

• This system can further be implemented to manage microgrids.
• The microgrids along with the main grid can be used to fulfill power requirements of
houses, industries, etc.

Fig. 6. Homepage of the Web Application

Fig. 7. Example of User Input Data
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Fig. 8. Predictions and other parameters in graphical form for better visualization

• The majority of the power needs can be fulfilled with solar power system and based
on predictions done by our system, the extra required power can be sourced from the
main grid.

• This will not only save a lot of cost for both government and consumers but it will
also be efficient for environment.

3.4.2 Web Application

• After implementing this system successfully, a simple web app can be designed for
users so that they can generate predictions for their solar power system.

• This Web Application will take 3 inputs from users,

– Location.
– Area of Solar Panel(s).
– Efficiency of Solar Panel.

• This system can also be used by industries to predict their power generation and
analyze cost savings.

4 Conclusion

In this paper different ML models are analyzed to predict the output, fetched real time
data from API, converted that data to CSV format and performed predictions on that
data (Fig. 7). We also designed a webapp to display the predictions in an interactive way
with better visualization. In future, the accuracy can be further increased by using better
dataset and this system can also be used in microgrid management (Fig. 8).
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