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Abstract. Machine learning is an emerging trend which has proven to learn auto-
matically from past data. Machine learning can be performed using various ways
like supervised, unsupervised, reinforcement learning. Machine learning where
system computer system learning from the data set available. Machine learning
using supervised learning can be performed using either regression or classifier
algorithms. In this research paper we have worked on machine learning algorithms
which are SVM, Decision Tree, Logistic regression and Random Forest. Using
Machine learning algorithms we can build mathematical model and make the
predictions using dataset. To make prediction we can go for supervised learning
where output will be in the form either yes or No, O or 1, in this case either student
placed or not placed.
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1 Introduction

Whenever any student visit for college admission basically looks for placement per-
centage that college have. All the educational institutes are constantly work hard for
placement activities. A detailed literature review has been done to understand the vari-
ous machine learning algorithms that can be applied. In education sector as well machine
learning is used for prediction purpose. Earlier prediction will improve student’s learning
for placement drives. Using Machine learning algorithms system learns from available
dataset and make the prediction once new data received by the system in the form of
classification whether student will get placed or not.

Classification of machine learning: 1. Supervised learning in this we consider the
labeled data to train to the system. Once system is trained, it generates/predicts the output.
It is same like student learns from the teacher. It can be further divided into classification
and regression models. In this paper we have worked on classification type as student
placement can be classified as either Placed or Not placed. 2. Unsupervised learning As
compared to supervised learning set of data provided to machine learning has not been
labeled, classified or categorized. In this case we don’t have predetermined results. It
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is used to find out hidden pattern in the data. It is further divided into Clustering and
Association. 3. Reinforcement learning. It is feedback based learning method. In this
agent interact with environment and explore it. Decision tree model: They generates rule
for the classification of data. It can be used for classification as well as regression, but
mostly used for solving classification problems. Dataset is the collection of data in the
form of rows and columns as per the problem type specification. Feature is the attribute
of the entity. There could be multiple features included into dataset to have great impact
on the performance. The feature which is not relevant can be discarded from the dataset.
Once decision tree is formed it becomes easy to label for particular case. Random Forest
algorithm model: It contains various decision trees for each subsets of the available
dataset and then it calculates the average to improve the accuracy of prediction. Support
Vector Machine model: Used to create the best line that can segregate n-dimensional
space into classes so we can fit new data point in the right category. Logistic Regression
model: Used to predict the dependent variable using a set of independent variables. It
uses s shaped logistic function which predicts two maximum values i.e. O or 1.s shaped
function is also called as sigmoid function.

2 Literature Review

According to T. Jeevalatha et al., predicting placement of a student requires lot of param-
eters to be considered. Personal, Social, Psychological and other variables required for
effective prediction of placement of a student. They have worked on decision tree algo-
rithms like ID3, C4.5, and CART. Data preprocessing is required as poor quality of raw
data affects the data mining efficiency. Total samples (student details) collected were
1342 and unnecessary columns like residential address removed. Results calculated in
the form of recall, precision, accuracy. From the result it is found that ID3 algorithm is
appropriate for prediction of placement of student. Efficiency of various decision tree
algorithms analyzed and ID3 algorithm provided 95.33% accuracy which was higher
than others [1].

According to Dr. B. Muthusenthil et al., they had dataset of 185 students (2018
and 2019 pass out) to improve the accuracy score. They studied algorithms like Linear
regression, Decision tree, KNN, Logistic regression and Lasso regression [2]. According
to Cong Yu Cai, Huijuan Lu et al., They have worked on linear regression model, K-
neighbor regression model, decision tree regression model, XGBoost regression model,
gradient boost regression model, light GBM regression model and random tree classifier
model [3].

According to Tadi Aravind, placement analysis performed using 2 different datasets.
One with simple data and second one is with additional features of students. Root mean
square error considered for the study [4]. According to Chandrasekhar Kumbhar, Dr.
S. S. Sridhar, they have worked on decision tree, Neural network and Support vector
machine algorithms. A dataset has 50 entries in which we have considered 37 entries for
training purpose and 13 for testing [5].

According to Athreya Shetty B et al., After many experimentation and research
we have found out the most efficient machine learning model suited for the task with
comparison to many other machine learning prediction algorithms (Decision Tree) [6].
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According to Shashi Sharma et al., In this paper, Predictions are made using various
machine learning algorithms. Predicted values are compared with original values. Lesser
this distance, more accurate will be the predictions [7]. According to Senthil Kumar et al.,
The accuracy of 71.66% with tested real life data indicates that the system is reliable
for carrying out its major objectives, which is to help teachers and placement cell in an
institution to find the prospective students and provide them with better coaching so as
to excel in placement processes by various companies [8].

According to Hitarthi Bhatt et al., This paper proposes a system which determines
the probability of a student getting placed based on different attributes like programming
skills, CGPA, communication skills, internships, backlogs, SSC and HSC marks. For this
purpose ID3 classification algorithm is used [9]. According to Pratiyush Guleria, Manu
Sood, The main finding of this research is the gathering of knowledge from student’s
academic performance where Placement Results classify attributes and gives a better
understanding of how students should perform and acquire other skills apart from their
regular studies to get placed [10]. According to Ajay Shiv Sharma et al., The training
and testing accuracy of the algorithm was 98.93% and 83.333% respectively [11].

According to J. Hima Bindu, B. Dushyanth, placement prediction system can be
beneficial for the institute as well as student. We can even predict the company in
which student may get placed. As per the skills required by particular company institute
can train the students [12]. According to Liya Claire Joy, Asha Raj, Dataset contains
both academic and placement details of students. Placement prediction system can help
students as well as institute for proper academic planning [13]. According to Ravina
Sangha et al., The dataset on which algorithm will be tested will be that of MESCOE
Pune [14]. According to Mansi Gera, Shivani Goel, placement prediction system will
help student to prepare for the predicted company skillsets and improve the chance of
being placed [15].

According to Chirag Patel, google form was created to collect the students data so
that system can be trained on received data and predictions can be made accordingly.
This system was specifically for Post Graduate students. Based on this data, predictive
model can be developed to map student placement to particular company [16].

According to Sonali Rawat, Different attributes such as academic results, technical
skills, training and projects done, are considered to be desirable for prediction purpose.
This paper presents an outlook to differentiate data mining techniques for predictive
analytics that can be used in the process of predicting campus placement. Various classi-
fication and clustering techniques are inspected to evaluate the performance of students
in the recruitment procedure. Using the comparative study amongst these techniques
ID3 with accuracy 95.33%, KNN with 97.33%, C4.5 with 88.89%, Naive bayes with
86.15%, Multilayer perception having 87.395% accuracy is suggested to be the best one
[17].

According to Tripti Mishra et al., In traditional education, performance prediction is
in matured state with contribution from many researchers. However, there is paucity of
research in the field of employability prediction. As both performance and employabil-
ity of students graduating from an institution decide the market value of the institution,
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research is required to develop comprehensive models for performance and employ-
ability tool and develop a system that will be able to predict both performance and
employability [18].

3 Methodology

Many tools can be used for prediction analysis. Here Python programming used as it
has huge packages. Dataset is collected from kaggle which has 215 no of records. Each
record has 14 attributes like sno, Gender, 10th %, ssc board, 12th%, 12th stream, Degree
%, Degree stream, work experience, specialization, Mba %, status and salary. Jupyter
notebook based on python used to work with machine learning models (Fig. 1).

Select classifier and Import required packages. Here all attributes except status are
independent variables whereas status is dependent variable. Following are the details in
case of all classifiers selected for the study.

3.1 Random Forest

70% data from dataset selected as training data and 30% data as testing data. On the
execution of dataset on Random Forest classifier we have got 100% accuracy. Accuracy
is measured in the form of precision, recall, F1 score and support (Fig. 2).

3.2 Decision Tree

70% data from dataset selected as training data and 30% data as testing data. On the
execution of dataset on Decision Tree classifier we have got 100% accuracy (Fig. 3).

In [46]: ad_data
Out[46]: Sno Gender 10th% SSCBoard 12th% HSCBoard 12th Stream Degree% Degree stream Workexp specialisation Mba% status  salary
R M 67.00 Others  91.00 Others ~ Commerce 58.00 Sci&Tech No Mid8HR  58.80 1 270000.0
1 2 M 7933  Central 7833 Others Science 7748 Sci&Tech Yes WK&Fin  66.28 1 200000.0
2N W 6500 Central  68.00 Central Arts 6400 Commé&Mgmt No MKi&Fin  57.80 1 250000.0
I o M 56.00 Central  52.00 Central Science 52.00 ScidTech No MKEHR  50.43 0 NaN
4 5 M 8580 Central  73.60 Central  Commerce 7330  Commé&Mgmt No Mi&Fin  55.50 1 4250000
210 211 W 80.60 Others  82.00 Others  Commerce 7760  Comm&Mgmt No MKi&Fin 7449 1 400000.0
m 212 W 5800 Others  60.00 Others Science 72.00 Sci&Tech No MKi&Fin  53.62 1 275000.0
212 213 M 67.00 Others  67.00 Others ~ Commerce 7300 Commé&Mgmt Yes MK&Fin  69.72 1 295000.0
13 214 F 7400 Others  66.00 Others  Commerce 58.00 Commé&Mgmt No MKEHR  60.23 1 204000.0
214 215 W 6200 Central  58.00 Others Science 5300 Comm&Mgmt No MKEHR  60.22 0 NaN

215 rows x 14 columns

Fig. 1. DataSet containing 14 columns
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In [8@]: from sklearn.ensemble import RandomForestClassifier

#Create a Gaussian Classifier
clf=RandomForestClassifier(n_estimators=100)

clf.fit(x_train,y_train)

predictions = clf.predict(x_test)

from sklearn.metrics import classification_report,confusion_matrix
print(confusion_matrix(y_test,predictions))
print(classification_report(y_test,predictions))

[[20 e]
[ e 4s5]]

precision recall fi1-score support
2] 1.00 1.00 1.00 20
1 1.00 1.00 1.00 45
accuracy 1.00 65
macro avg 1.00 1.00 1.00 65
weighted avg 1.0 1.00 1.00 65

Fig. 2. Performance of Random Forest algorithm

In [69]: from sklearn.tree import DecisionTreeClassifier
clf = DecisionTreeClassifier()
clf.fit(x_train,y_train)
y_pred=clf.predict(x_test)
from sklearn import metrics
print("Accuracy:",metrics.accuracy_score(y_test,y pred))
from sklearn.metrics import classification_report
print(classification_report(y_test,y_pred))

Accuracy: 1.0
precision recall fl-score support

(" 1.00 1.60 1.00 20

1 1.00 1.00 1.00 45

accuracy 1.00 65
macro avg 1.00 1.00 1.00 65
weighted avg 1.00 1.00 1.00 65

Fig. 3. Performance of Decision Tree Classifier

3.3 Support Vector Machine

70% data from dataset selected as training data and 30% data as testing data. On the
execution of dataset on Decision Tree classifier we have got 83% accuracy (Fig. 4).

3.4 Logistic Regression:

70% data from dataset selected as training data and 30% data as testing data. On the
execution of dataset on Logistic Regression classifier we achieved 100% accuracy (Fig. 5
and Table 1).
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In [76]: from sklearn.svm import SVC
svc_model = SVC()
svc_model.fit(x_train,y_train)
predictions = svc_model.predict(x_test)
from sklearn.metrics import classification_report,confusion_matrix
print(confusion_matrix(y_test,predictions))

[[10 10]
[ 1 44])

In [77]): print(classification_report(y_test,predictions))

precision recall fl-score support

-] 0.91 0.50 0.65 20

1 0.81 0.98 .89 a5

accuracy 0.83 65
macro avg 0.86 0.74 0.77 65
weighted avg 0.84 0.83 0.81 65

Fig. 4. Performance of Support Vector Machine algorithm

In [81]: from sklearn.linear_model import LogisticRegression
clf = LogisticRegression()
clf.fit(x_train,y_train)
predictions = clf.predict(x_test)
from sklearn.metrics import classification_report,confusion_matrix
print(confusion_matrix(y_test,predictions))
print(classification_report(y_test,predictions))

[[2e o]
[ e45]]
precision recall fi-score support
[ 1.00 1.00 1.00 20
1 1.00 1.00 1.00 45
accuracy 1.00 65
macro avg 1.00 1.00 1.00 65
weighted avg 1.00 1.00 1.00 65

Fig. 5. Performance of Logistic Regression algorithm

Table 1. Performance Analysis

Sr. No. Classifier Result
1 Random Forest 100%
2 Decision Tree 100%
3 Support Vector Machine 83%

4 Logistic Regression 100%

4 Conclusion

Supervised machine learning algorithms like SVM, Decision Tree, Logistic Regression
and Random forest algorithm are applied on the sample data set. The accuracy obtained
in case of Support Vector Machine is 83% whereas in case of Random Forest, Logistic
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Regression and Decision Tree accuracy obtained as 100%. Hence it is better to use
Random Forest/Decision Tree/Logistic Regression algorithm in such types of datasets.
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