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Abstract. Urban planning is done not only to regulate residential areas, offices,
retail spaces, and green spaces but also to ensure that people (community) who
live in cities have a decent quality of life. Surabaya is a city that was built in the
beginning of Indonesian civilization, so the arrangement of the city of Surabaya is
a bit difficult and has an impact on housing costs. In reality, housing development is
influenced by businesses in the residential development sector. This causes uneven
house types to be built in accordance with the expectations of the government,
which could impact the sustainability of Surabaya. This study is crucial because,
from the data of Bank Indonesia, in supply and demand index for the property
sector in Surabaya has not increased since 2019. Although property price has
decreased since the fourth quarter of 2019 because of the Covid 19 pandemic, the
demand index has not increased that well. This study intends to assist the process
of classifying house types, so the government can make a selection on the house
that will be built by the developer. 14 input attributes and 490 data from Surabaya
property agencies were used in this study. In this study, random forest is used
as the classification technique. The result of the classification model obtained an
accuracy value of 89% and F1 score of 89%. A classification prediction model
that can be used to determine property classification was found through this study.

Keywords: Classification · Data Science · Predictions · Property Industry ·
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1 Introduction

In essence, living things reproduce to maintain their species and also to increase the
number of species. This earth is filled with 3 categories of living things, that is humans,
animals, and plants. That three living things mainly live on land, which land area on
earth is about 149 million square kilometers. The human population data in 2021 will
reach around 7,8 billion with a growth rate of 0.9%. The human population in Indonesia
in 2021 is recorded at around 276 million people or about 28% of the total population
in the world. Meanwhile, the land area owned by Indonesia is around 1.9 million square
kilometers or about 78% of the total land area in the world [1].
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Between the three categories of living things, human needs settlements and civiliza-
tions for shelter and social life, and plants need an area with good soil to thrive, while
animals do not need a specific environment to survive. According to that needs, the land
area needed a good strategy to regulate it.

Urban planning is done to ensure that people (community) who live in the city have
a decent quality of life. It is also done to control residential areas, offices, retail stores,
and green spaces [2].

Surabaya is one of the biggest cities in Indonesia located in the East Java province.
Surabayawas built more than 700 years ago, and because of that the structuring Surabaya
city has its complexity. Several strategies were done by the government, such as struc-
turing the green lane in the city and activating several units of the Suroboyo Bus as mass
transportation in the city [3] and many other initiatives.

Even if the strategies of urban planningwere done, the population growth of Surabaya
still give an impact on increasing the need for housing (house). The area of Surabaya
and the high demand for housing have led to the increase in housing prices, so it is so
common for some families to live together [4].

The government has set strategies to regulate the distribution of housing, that is
determining the type or category of housing (house). In the regional government regula-
tion, it is agreed that the type of house is divided into three categories, namely homely,
moderate, and luxurious houses [5]. In general, the house categories are divided based on
the building area. In practice, residential development is influenced by businesses in the
residential development sector [6]. This causes housing type development is not well-
distributed following the expectations of the government, which may have an impact on
the sustainability of Surabaya city.

This study is important to be done because due to the data from theBank of Indonesia,
in supply and demand index for the property sector in Surabaya has not increased since
2019. Even though property prices have decreased since the fourth quartal of 2019 due
to the covid-19 pandemic, the demand index is also not increasing well [7]. This will
have a negative impact on the city and the nation’s sustainability, especially because it
may lead to a financial crisis [8, 9].

Based on the problems that have beenmentioned, a system is needed tomake classify
house types that will be built by the developer. The purpose is to select and contribute
to the sustainable city planning of Surabaya.

2 Literature Review

A city is an area within the country that contain various function, such as residential and
center of the education activity, culture, economy, and regional government. The peo-
ple (community) can develop if the environment or city they live in is also developing.
On the other hand, the city can develop along with the increasing population and the
community’s economy. A city is considered sustainable if there is a balance between
the growth of its population (settlement), the number of workers, the number of public
facilities, and the transportation infrastructure [10]. If the population is increased, but
there is also much unemployment, then the economy in that city will be affected. Fur-
thermore, if a city lacks public facilities, like schools or education, shopping stores, and
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recreation area, it is people will find it difficult to meet their basic needs. Especially if
the infrastructure and transportation in a city are insufficient, people will have difficulty
mobility.

The main task of the government, particularly regional governments, is to organize
cities. The purpose to organize this city is to maintain its sustainability of the city
and certainly to develop it into a better city. As the city planner, governments need to
regulate the area distribution and the number of public facilities within a certain radius.
The actions taken by the government are creating Regional Government Regulations
that are regularly repaired or updated, build state educational facilities, hospitals, and
markets [11].

The Surabaya city government can organize the city more effectively by utilizing
technology. Through the Surabaya Command Center, the government can control the
transportation and infrastructure systems [12]. This is an effort by the government to
make Surabaya into a more sustainable city. Other efforts are required to regulate resi-
dential areas because the distribution of settlements is still not evenly distributed. This
regulation cannot be done solely by relying on local government regulations, but also
requires technological assistance such as the Surabaya Command Center [13, 14].

One technology that can support managing residential areas is utilizing machine
learning on existing residential data. Machine learning itself is a method in information
technology to enable computers to learn independently. In general, computers can learn
from existing data or expert experience [15]. In this study, supervised learning methods
are prioritized as machine learning. In the supervised learning method, the system will
be given data that already has a target class label. This label has been pre-determined
by property agents as experts in determining the types of houses. The computer will
learn from and search through this labeled data for knowledge. Later, new data will be
classified using this knowledge [16].

Until now supervised machine learning has become more frequently used to predict
real estate prices. Models for predicting the type of a house from previous studies were
constructed from popular classification algorithms such as Logistic Regression, Naïve
Bayes, K-NN, Decision Tree, Random Forest, and others [17]. In this study, house type
prediction Random Forest classification was selected due to its performance compared
to other supervised machine learning algorithm.

Random forest is one of the machine learning algorithms that employ an ensemble
method approach applied in the decision tree, which is a well-known method used by
many academics and industries. Random forest is suitable to be used for classification
and regression cases with a large dataset. This method is called forest because it trains
on several decision trees [18] and the prediction result can be made by combining the
prediction of the ensemble [19]. Because it consists of many decision trees, the accuracy
results is expected to be higher than a decision tree and relatively more resistant to
overfitting [20]. By using this machine learning method, it can also produce low bias
trees 381038290500and high variance.

In this house types prediction research, is used classification algorithm because the
result from the prediction is discrete values. In a random forest, the result of classification
cases can be determined by the voting of each tree and taking the majority vote [21].
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3 Data Structure and Preprocessing

The data used in this study is the data property (house) in Surabaya city. The process
of collecting this dataset was done in collaboration with property agents from property
companies in the Surabaya area. The total dataset collected from the sources is 490 data
that are being listed or have been sold between 2019 and 2021.

3.1 Data Structure

As seen in Table 1, the dataset used in this study has 17 attributes that consist of 16 input
features and 1 class target. Before further analyzing the data, it is necessary to perform
data cleaning and to pre-process the data before it can be used in the classificationmethod
and to ensure that the data is of good quality.

The attribute that becomes the class target is classified into 3 classes, which are
homely, moderate, and luxurious. The attribute community price is not used in this
research due to themulticollinearity problem between community price and price. These
highly correlated features will not need to be removed.

3.2 Data Preprocessing

Data preprocessing will perform the process of data cleaning, which includes checking
for missing values. After checking, it was found that two attributes contain missing
values, those attributes are the building age and urgent. SimpleImputer library was used
to handle the missing values by replacing the missing values using attribute’s central
tendencies.

Table 1. Property Dataset

No Attributes No Attributes

Name Type Data Type Name Type Data Type

1 Cluster
Name

Input Object 10 Facing Input Object

2 Surface Area Input Integer 11 House Position Input Object

3 Building
Area

Input Integer 12 Road Width Input Integer

4 Bedrooms Input Integer 13 Urgent Input Object

5 Bathrooms Input Integer 14 Building Age Input Integer

6 Storey Input Integer 15 Ready to Use Input Object

7 Community
Price

Input Integer 16 Furnished Input Object

8 Price Input Integer 17 Category Class Target Object

9 Ownership
Status

Input Object
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Table 2. The Result of Encoded Category

Category Encoding

Homely 1

Moderate 2

Luxurious 3

Table 3. Evaluation of Each Classifier

Classifier Evaluation

Accuracy F1-Score

K-Nearest Neighbour 78% 78%

Decision Tree 86% 86%

Support Vector Machine 88% 88%

Logistic Regression 88% 88%

Random Forest 89% 89%

Other than data cleaning, the existing data will go through the encoding process. The
encoding process is divided into two ways, the Label Encoder for nominal scale data
and the Map for ordinal scale data. The map method encodes the target class attribute,
as shown in Table 2.

4 Data Analysis

Next, data analysis will be done using exploratory data analysis and model evaluation.
It is hoped that by analyzing the data, this research can uncover helpful information that
can be used to support prediction result as well as anticipating anomalies Table 3.

4.1 Exploratory Data Analysis

The exploratory data analysis process starts with analyzing the balance of the dataset.
The analysis found that most of the houses listed for sale are homely houses by 54.5%
(267 data). Meanwhile, moderate house and luxurious house that was marketed is about
35.1% (172 data) and 10.4% (51 data). Figure 1 shows these results.

Oversampling using Synthetic Minority Oversampling Technique (SMOTE) was
used because of the imbalance in the data shown in the target class. The SMOTE can
make the data balance by randomly replicating the minority data to be as much as the
majority data. As a result, each class has the same number of data, 267 observations.

The next step is to observe the attributes that have a strong correlation with the class
target, then take a closer look at the data characteristic and the spreading of the data in
each attribute. From the result of the correlation in Fig. 2, can be found that the attribute
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Fig. 1. Number of Each Property Category

Fig. 2. Attributes Correlation

of price, building area, surface area, bathrooms, bedrooms, storey, and road width have
a strong correlation to class target.

As an analysis result, the mean of the price attribute is 4.5 billions and the median is
2.5 billions. Then the median of the building area is 178.5 m2, while the surface area has
amedian of 155m2. Further analysis is the attributes of storey, bathrooms, and bedrooms
that have a strong correlation with the class target. From the dataset is found that most
of the houses for sale had two stories, three bathrooms, and four bedrooms Figs. 3, 4
and 5.

The analysis was also done for the road width attribute by observing the spread in
each class. It is found out that more of the houses have road width more than two cars
and 1–2 car(s).
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Fig. 3. Boxplot of Building Area and Surface Area

Fig. 4. Boxplot of Storey, Bathrooms, and Bedrooms

Fig. 5. Boxplot of Storey, Bathrooms, Bedrooms

4.2 Model Evaluation

In this study, several classification models were compared, and calculate the evaluation
model. K-Nearest Neighbor, Logistic Regression, Support Vector Machine, Decision
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Tree, and Random Forest were used as model classifiers. Random forest shown to be
the best classifier with the highest accuracy and f1-score, which is 89%.

Accuracy is the ratio of predictions, both true positive and true negative, from all data.
While F1-score is a harmonic mean from the comparison between recall and precision.

5 Findings and Discussion

According to the data analysis, the dataset contains more homely than moderate or lux-
urious class target. Because this study discovered imbalanced data in each category, the
SMOTEmethodwas used for oversampling. SMOTEwas chosen because it can increase
the minority class to be the same as the majority class based on the K-nearest neigh-
bor [22]. According to the analysis, the price, building area, surface area, bathrooms,
bedrooms, and storey attributes strongly correlate to the class target category.

Another finding is that most of the properties that have been listed have a mean
price that is 4.5 billion, the median attribute of building area is 178.5 m2, and the median
attribute of the surface area is 155m2.However, Outlier datawith the attribute of building
area greater than 500m2 and surface area greater than 400m2 were also discovered. This
is because most of the target classes of the dataset are homely. Moreover, most houses
for sale have 2 storeys, 3 bathrooms, and 4 bedrooms.

Evaluation of the random forest model resulted in higher accuracy and F1-score than
other classifiers, so it was chosen as the classifier in this study. Random forest generates
an accuracy of 89% and an F1-score of 89%. Even if the data analysis contains many
outliers, the accuracy results can still be good because, as previously stated, random
forest is resistant to overfitting.

6 Conclusion

Surabaya city is developing and has become home tomany families. One of the problems
that arise in the property field is the development of property types that are not evenly
distributed in the Surabaya area. This is because residential development is influenced
by businesses in the residential development sector and the problems of financial crises
that often occur.

To help the governments to plan the city to achieve a sustainable city, this study per-
forms a classification prediction test using random forest as machine learning algorithms
and it was discovered that the accuracy score and F1 score of 89% were satisfactory.
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