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Abstract. One way to examine patients with brain tumors is the radiological
examination, including Magnetic Resonance Image (MRI) with contrast. The
classification process is needed to differentiate MRI images of people with brain
tumors from those without brain tumors. The classification was based on MRI
image feature extraction results with statistical features. Different statistical fea-
ture scale values for each dataset parameter can complicate the classification pro-
cess. An unbalanced range of values can affect the quality of the classification
results. For this reason, it is necessary to pre-process the data. The pre-processing
method used is data transformationwith normalization. Three normalizationmeth-
ods are used in data transformation: Min-Max normalization, z-score normaliza-
tion, and T-Score Normalization. Data processed from each normalization method
will be compared to see the results of the best classification accuracy using the
K-NN algorithm. The k used in the comparison are 3, 5, 7, and 11. The normalized
data from the dataset is divided into test data and training data with k-fold cross-
validation. Based on the results of the classification test with the K-NN algorithm
shows that the best accuracy lies in the Brain Tumor dataset, which has been nor-
malized using the Min-Max normalization method with K = 3 of 85.92%. The
average obtained is 79.68%.
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1 Introduction

Abnormal cell growth in the brain will disrupt the working system of the brain and affect
nerve control in the human body. This abnormal cell growth is called a tumor. Cases
of brain tumors in the world are increasing every year. Every year in Indonesia, 300
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patients are diagnosed with brain tumors. Not only adults, but brain tumors also attack
children at a relatively young age. The analysis of tumors in detecting the characteristics
of cancer is a difficult task because of the variable nature of tumors and their similar
properties to other brain regions. Cases of brain tumors have increased rapidly in the
past. Rapid lifestyle changes and environmental conditions have had this impact [1].

The diagnosis of brain tumors is based on clinical and radiological information.Mag-
netic resonance imaging (MRI) is a mainstay for assessing patients with brain tumors
[2]. MRI is a pioneer for imaging brain tumors in clinical practice providing structural,
micro, functional, and metabolic information [3]. In addition, new advanced imaging
techniques are continuously being developed to improve the identification, characteriza-
tion, and assessment of brain tumor response [4]. Therefore, many artificial intelligence
applications (AI) in brain tumor imaging are based on MRI. For more information on
brain tumors, please refer to [5]. The evolution of brain tumor detection has resulted
in various diagnostic tools and new technologies being developed to improve the per-
formance of more accurate estimates. With the latest developments, automation in the
detection of brain tumors requires an analysis of the diagnosis of brain tumors for an
area to present accurate decisions [6].

In several research articles, brain tumor detection is carried out through the appli-
cation of Machine Learning [7] and Deep Learning [8] algorithms. When this system is
applied to MRI images, brain tumor prediction is carried out very quickly, and greater
accuracy helps provide treatment to patients [8]. Computer-assisted diagnosis has proven
useful in supportingmedical practitioners [9]. This diagnosis can bemade using different
techniques, including machine learning (ML)[7].

The success of a Machine Learning (ML) method depends on data quality [10].
Therefore, the pre-processing data phase is crucial for improving ML performance [11].
Data normalization is one of the processes carried out in the pre-processing data phase.
In normalization, the values are scaled back so that it can make processing easier [12].
In addition, data normalization does not lead to a large increase in memory workload
and processing power requirements.

2 Research Method

In this paper we use data mining to classify using the K-Nearest Neighbor (k-NN)
algorithm. The input data used is an MRI. Figure 1 shows the steps carried out in this
research.

The feature extraction process is one of the important processes aiming to measure
each pixel’s quantitative feature size. The feature extraction results represent the char-
acteristics of an object that can distinguish object classes properly using the 3D-GLCM
method [13] in this study using six statistical characteristics, namely Max Probability,
Entropy, Energy, Correlation, Contrast, and homogeneity.
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Fig. 1. Research Steps

Because the values of the six statistical features produced have high intervals, nor-
malization is carried out. This study will compare the results of the classification accu-
racy of k-NNwith normalization, Min-Max Normalization, Z-Score Normalization, and
MaxAbs normalization methods.

A. Research Dataset

The dataset used in this research is the MRI Tumor dataset, which was taken from
www.kaggle.com. Brain MRI dataset consisting of 2 groups, brain tumors consisting of
155 images, and no brain tumors consisting of 98 images.

B. Normalization

The normalization method used in this study is by transforming data into the range
0 and 1. The methods used are:

• Min-max Normalization. Min-Max normalization is a normalization method that
carries out a linear transformation of the original data to produce a balance of compar-
ative values between the data before and after processing [14, 15, 16]. The equation
for calculating Min-Max Normalization is as follows:

Xnew = X − M in(X )

max(X ) − Min(X )
(1)

with,
Xnew = the new X value is the result of the original normalization.
X = value to be normalized.
Max(X ) = the maximum value of an attribute in the dataset.
Min(X ) = the minimum value of an attribute in the dataset.

• Z-Score Normalization. Z-score Normalization is a normalization method based on
the mean and standard deviation of the data. This method is very useful if the actual
minimum and maximum values of the data are unknown [17, 18]. The equation for
calculating the Z-Score Normalization is as follows:

Xnew = X − μ

σ
(2)

with,

http://www.kaggle.com
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Xnew = the new X value is the result of the original normalization
X = value to be normalized
μ = population mean
σ = standard deviation value

• AbsMax Normalization. MaxAbs normalization is a data normalization method
that divides all values by the absolute value of the maximum value. This changes
the maximum value to 1. This method does not change the data sparsity because
this method does not center the data [18]. The equation for calculating MaxAbs
Normalization is as follows:

Xnew = X

|Max(X )| (3)

with,
Xnew = the new X value is the result of the original normalization
X = value to be normalized
Max(X ) = the maximum value of an attribute in the dataset

C. k-Nearest Neighbor (k-NN)

The K-Nearest Neighbor (K-NN) algorithm is one of the most popular NN-based
methods. The K-nearest neighbor or k-NN algorithm is an algorithm that functions to
classify data based on learning data (train dataset) taken from the k-closest neighbors
[19]. The value of k represents the number of nearest neighbors involved in determining
class label predictions in the test data.

The working principle of k-Nearest Neighbor is to find the shortest distance between
the data to be evaluated and the k neighbors in the training data. From the k closest
neighbors who were selected, a class vote was then carried out from the k nearest neigh-
bors. The class with the highest number of neighboring votes is given as the predicted
class label in the test data.

K-nearest Neighbor Algorithm [20]:

1. Determine Parameter K (Number of nearest neighbors).
2. Calculates the Euclidean distance (query instance) of each object against the given

test data. Euclidean equation, as follows:

dij =
√
√
√
√

m
∑

j=1

(

xij − ckj
)2 (4)

With,
dij =the distance between the training data point x and the testing data point to be

classified
xij = training data
ckj = testing data
j = data dimensions (number of attributes used)

3. Then sort these distances into groups based on the smallest Euclidean distance.
4. Gather category k (Nearest Neighbor Classification).
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5. By using the most majority Nearest Neighbor category, it is used as the predicted
result.

D. Performance measurement

Classification performance measurement is done by calculating the specificity, accu-
racy, and sensitivity. Accuracy measures how close the system results are to the actual
value. Specificity is the precision in identifying the background area.

The sensitivity indicates how well the classification method identifies. Based on the
confusion matrix, classification performance measurement can be calculated using the
sensitivity, specificity, and accuracy expressed in Eqs. (5), (6), (7) [21] [22]

Accuracy = TP + TN

(TP + TN + FP + FN )
∗ 100% (5)

Sensitivity = TP

(TP + FN )
(6)

Specificity = TN

(FP + TN )
(7)

3 Result and Analysis

After feature extraction and normalization, identification is carried out. In this process,
there are two training sub-processes and a testing sub-process. In solving the limited
amount of internal data, the training and testing process uses cross-validation [23]. The
classification model is formed based on the data patterns resulting from data training.
Meanwhile, the algorithm’s accuracy and the success rate of correctly classifying it are
measured based on the results of testing the data.

The evaluation uses the confusionmatrix to provide decisions obtained in training and
testing. The confusionmatrix provides an assessment of classification performance based
on true or false objects. Based on the Confusion matrix, the performance measurement
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Fig. 2. Test results for the accuracy of the 3 Normalization methods



26 R. K. Hapsari et al.

 86

 87

 88

 89

 90

 91

 92

 1  2  3  4  5  6  7  8  9  10  11

Sp
ec
ifi
ci
ty

k-Value

Min-Max
Z-Score
AbsMax

Fig. 3. Test results for the specificity values for the 3 Normalization methods

of the k-NN algorithm ismeasured by calculating its accuracy, specificity, and sensitivity
values. Testing was carried out with 6-ford cross-validation of the entire dataset.

Feature extraction values from the dataset were transformed using the normalization
method. The normalization methods compared are Min-Max normalization, Z-Score
normalization and AbsMax normalization.

Tests on the three normalization methods have been carried out using the k-NN
classification method, with k = 3, 5, 7, and 11. It was found that the best accuracy value
using the Z-Score normalization method is shown in Fig. 2. The average accuracy value
forMin-Maxnormalization is 91.04, the normalizedZ-Score is 92.50, and the normalized
AbsMax is 90.42. Moreover, of the three normalization methods, the smallest average
accuracy is AbsMax normalization, and the largest is normalized Z-Score.

Figure 3 shows the test results frommeasuring the specificity values of the three nor-
malization methods. The average specificity value of the normalized Min-Max method
was 89.17, the normalized Z-Score method was 90.42, and the normalized AbsMax
method was 89.57. Moreover, the smallest average specificity value of the three nor-
malization methods is the Min-Max normalization, and the Z-Score normalization is the
largest.
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Fig. 4. Sensitivity values for the 3 Normalization methods
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Figure 4 shows the test results ofmeasuring the sensitivity values of the three normal-
ization methods. The average sensitivity value of the normalized Min-Max method was
92.92, the normalized Z-Score method was 94.58, and the normalized AbsMax method
was 91.25. And of the three normalization methods, the lowest average sensitivity is
AbsMax normalization, and the largest is normalized Z-Score.

4 Conclusion

This paper presents the use of three normalization techniques in predicting brain tumors
using k-NN. From the experiments conducted, it is suggested that k-NN can produce
better accuracy, specificity and specifications using Z-Score Normalization compared to
the other two techniques (MinMax and AbsMax). And the k-NN method will produce
good performance when k = 11.
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