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Abstract. Maize seed breeding is an important basis for getting better produc-
tion. Maize seeds consist of two types: diploid and haploid. Haploid seed can
accelerate maize breeding results in just two to three generations. In contrast to
diploid (normal) which requires up to eight generations. In this article, we discuss
about the classification of haploid-diploid seeds. The dataset uses rovile public
data with a total number of 3,000 images. Training data consists of 2,400 images,
the rest is testing data. The data consists of 1,230 haploid and 1,770 diploids. The
experiment contained of preprocessing, feature extraction, and classification. Pre-
processing using closing morphology. While feature extraction and classification
using ResNet50. As a comparison, this study also used VGG16, and MobileNet.
The parameters during the training process use epoch 50, batch-size 10, learning
rate 0.0001, and Root Means Square Propagation Optimization. The experimen-
tal results showed accuracy using ResNet50, VGG16, and MobileNet at 98.16%,
97.83%, and 97.83%, respectively.

Keywords: Maize Leaves Diseases · Image Classification · Convolutional
Neural Network · Residual Network

1 Introduction

Maize is the natural resource commodities that are the mainstay of agriculture in Indone-
sia besides rice. The maize needs in Indonesia has increased every year. This is due to
the large demand for maize in line with the growth of the population. Also, the need for
raw materials for the processed food industry, both as food and animal feed ingredients.
Based on the coordinating ministry for economic affairs in 2022, maize acts as a staple
food with domestic needs of 15 million tons [1]. The average productivity of maize
nationally in 2020 reached 54.74 quintal/hectare according to data from the Badan Pusat
Statistic (BPS) [2]. Therefore, new innovations and strategies in farming are needed to
improve andmeet the daily needs. Oneway that can be used as an option to overcome this
is by hybridizing [3]. The technique of hybridization is the process of cross-pollination
between different elders of genetic composition [4]. This technique shortens the breed-
ing period, increases breeding efficiency, results in better and predictable hybrid maize
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seed varieties [5]. One of the important processes is the selection of haploid and diploid
seeds. The facts say that selecting seeds is still carried out manually, in such a way it
can reduce the success rate, time and energy unefficient. For this reason, it is necessary
to develop an automatic selection that will save time, effort and increase the success of
selection [6].

A. Haploid and Diploid
Haploid and diploid are actually the name for the chromosomes in maize seeds. A
haploid chromosome (n) is a cell that has only one set of chromosomes, while a diploid
chromosome (2n) is a homologous chromosome that is paired or has two chromosomes
in a set. The body of chromosomes or autosomes are diploid in nature, while genital
chromosomes or gonosomes have haploid. The haploid (n) has 10 chromosomes on
(n), while the diploid (2n) has 20 chromosomes and has 30 chromosomes inside the
endosperm (triploid) cell. In general, maize has 10 pairs of chromosomes.

Cells with haploid (n) will divide meiosis two times, while cells with diploid chro-
mosomes will divide to multiply mitosis. Cleavage on the haploid chromosome (n) does
not produce an identic sapling with its parent due to crossbreeding in the process. Mean-
while, the division of diploid chromosomes (2n) will produce genes that are identic to
their parents. The function of the haploid (n) is used for sexual reproduction and genetic
diversity in living beings. While the function of the diploid (2n) is used for the growth
and development of living things. Haploid seeds are engineered that can acceleratemaize
breeding results in just two to three generations. In contrast to diploid (normal) which
requires up to eight generations. The difference between haploid and diploid views is
shown in Fig. 1 [7].

B. Related Research
In 2018, a study was conducted on the identification of haploid maize seeds by Wang
et al. [8]. The study used Long Short-Term Memory (LSTM) and Convolutional Neural
Network (CNN) methods. The accuracy result obtained is 93%.

Altuntaş et al., 2018 [6], have conducted research on the classification of haploid
and diploid maize seeds. His research uses the Support Vector Machine (SVM). The
accuracy result for haploid is 94.25%, diploid is 77.91% and the total overall accuracy
is 81.36%

Veeramani, et al., 2018 [5], conducted a study to haploid maize seeds classification.
It was explained that the study used Deep Convolutional Networks (Deep Sort) which
is a further deepening of the Convolutional Neural Network (CNN), Support Vector
Machine (SVM), random forest classifier from decision trees, and logistic regression.
The accuracy results obtained were Deep Sort (96.8%) SVM (87.6%), Random Forest
(84.5%), Logistic regression (77.5%).

Fig. 1. Haploid (left) and diploid (right) seeds.
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In 2020, Dönmez [7] conducted a study on the classification of haploid and
diploid maize seeds. The study used the k-Nearest Neighbors (k-NN), Support Vector
Machine (SVM), Decision Tree using pre-trained models from CNN such as AlexNet,
GoogLeNet, ResNet-18, ResNet-50, and VGG-16. The largest accuracy results achieved
using the ResNet50, along with the results k-NN (87.5%), SVM (91.4%), and Decision
Tree (82.5%).

Previous research used a variety of machine learning and deep learning methods,
especially CNN. The results of the study have not obtained optimal performance. The
best accuracy using deep sort yields 96.8%. In this study we aim to improve the accuracy
of performance system. The dataset comes from the research of Altuntas et al. The study
resulted in an average accuracy of 81.36% [6]. The novelties of this research include:

• Preprocessing consists of masking using closing morphology which aims to remove
the background from the foreground of the image.

• The classification uses a comparison of CNN’s architecture, Resnet50. For compari-
son the experiment also used the sequential CNN VGG16, and the CNN mobile and
embedded system type CNN Mobilenet.

2 Research Method

This section describes the steps taken to classify diploid haploid seed images. The
research consists of five steps, including:

• Image input 224 × 224
• Preprocessing all images with masking morphology closing
• The data is divided into two parts, training and testing with a ratio of 80:20.
• Training data processed using CNN to produce the best model.
• The best model is used to classify testing data for subsequent recognition. Data

includes haploid or diploid. The system proposed is shown in Fig. 2.

A. Input Dataset
The data used as input in this research is a dataset from the Robotic Vision and Learning
Research Group. The data can be downloaded on the https://www.rovile.org/datasets/
haploid-and-diploid-maize-seeds-dataset/. The data totals 3,000 images consisting of 2
classes, haploid 1,230 and diploid 1,770. Image data is 224 × 224 pixels in jpg format.
The image of the rovile is shown in Fig. 3.

Fig. 2. Haploid Diploid Classification System Proposed

https://www.rovile.org/datasets/haploid-and-diploid-maize-seeds-dataset/
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Fig. 3. Haploid Diploid Images (taken from rovile dataset).

Fig. 4. Preprocessing steps

The difference between the two types of seeds is that there are color embryos in
diploid, while in haploids they are colorless.

B. Preprocessing Using Masking Morphology Closing
Preprocessing in this study aims for separating the foreground from the background.Only
foreground (object) maize seeds are used for the next process. Preprocessing uses mask-
ing between the original image and the image resulting from the morphology closing.
The stages of preprocessing are shown in Fig. 4.

1) HSV Conversion

RGBcolors use a scale of 0 to 255. RGBcolor combinations determine the color intensity
of each pixel. The human eye is sensitive to RGB colors. 24-bit image file format with
8-bit RGB components each. RGB color normalization is determined in Eq. 1–3.

r = R

R + G + B
(1)

g = G

R + G + B
(2)

b = B

R + G + B
(3)

r, g, b = red, green, blue color intensity.
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while Hue Saturation Value (HSV) is a color model derived from the results of non-
linear transformations of primary colors. The HSV equation is shown in Eqs. 4, 5 and 6
[8].

H = arccos
1/2(2R − G − B)√(

(R − G)2 − (R − B) − (G − B)
) (4)

S = max(R,G.B) − min(R,G,B)

max(R,G.B)
(5)

V = max(R,G.B) (6)

2) Thresholding

Threshold aims to segmentation between foreground and background. Threshold uses
two values, lower and upper. The lower value is set [12,70,70] while the upper value is
set [106, 255, 230]. The algorithm for double threshold is as follows [9]:

• Select two RGB threshold values, lower (T1) and upper (T2).
• Partition the image into three regions, R1 for pixels below T1, R2 for pixels between

T1 and T2, and R3 for pixels above T2.
• The pixels on R2 set the value to 0 or white, for R1 and R3 setting the value to 1 or

black.

3) Morphology Closing

The purpose of morphological operations is to make improvements to the image pixels
thresholding. The study used closing morphology consisting of dilation and erosion
operations. Dilation is the process of merging the background points (0) into part of the
object (1), based on the structuring of the S element used. Meanwhile, Erosion is the
process of removing the dots of the object (1) into part of the background (0), based on
the structuring of the S element used. Dilation and erosion are shown in Eqs. 7 and 8.

D(A, S) = A ⊕ B (7)

D(A, S) = A � B (8)

D = Dilation; E = Erosion; A = citra; S = structuring element.

4) Masking

Masking performs substruction between the original image and the image resulting from
morphology closing. To tidy up the threshold results, a closing morphological operation
was performed on the mask image.

After creating the mask, it is merged with the RGB image. Provided that, if the mask
image value is not = 0 (value = 255), then the original image is displayed, if it is equal
to 0 the image will still display a black background. The masking results are shown in
Fig. 5.

C. Split Data Training and Testing
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Fig. 5. Preprocessed image

Fig. 6. Number of diploid vs haploid images

Split training and testing data with a percentage of 80 compared to 20. Split data is
shown in Fig. 6.

D. Residual Network
Since 2012 there has been a new method in computer vision with the emergence of
CNN deep learning. In fact, this method has existed since LeCun introduced LeNet
in 1998, but since then there has been no further development. Since ImageNet Large
Scale Visual Recognition Challenge (ILSVRC) conducted an image classification and
detection competition in 2010, all research groups have been competed to be the best. In
2012 alexnet became the winner on the ILSRC beating conventional machine learning
methods. Since then it has continued to rapidly evolve new CNN models [10, 11].

However, there is a tendency for researchers to add deeper layers (add layers) to
solve complex problems and to improve accuracy in classification and detection. This
certainlymakes it difficult to do training which causes saturation and decreased accuracy
at the same time. Therefore, ResNet made improvements to this problem.

Resnet was introduced by Kaiming He et al. in the paper “Deep Residual Learning
for Image Recognition”. ResNet won ILSVRC 2015 with an error rate of 3.57% for
classification and detection. It also featured COCO detection 2012 [12–14].

This very deep network training problem has been addressed with the introduction
of ResNet or residual networks and this Resnet is created from Residual Blocks. There
is a direct connection that skips several layers in between. This connection is called a
“skip connection”. This is the core of the residual block. Since the connection passes
this, the output of the layer is not the same now. Without using this skip connection, the
input is multiplied by the weight of the layer followed by adding bias [13]. In this study,
Resnet-50 was used. The ResNet50 architecture is shown in Fig. 7 [15–17].

E. Confusion Matrix
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Fig. 7. ResNet50Architecture. Description: BN=BatchNormalization, FCL= Fully Connected
Network, the red connecting line is a skip connection. There are 16 skip connections on resNet50

In the evaluation step, confusion matrix is used as a solution to calculate the predicted
accuracy value resulting from the training and validation process. The selection ofmatrix
confusion is used to calculate accuracy, precision, and recall. The values based on the
information provided in the identification process including, False Positives (FP), False
Negatives (FN), True Positives (TP), and True Negatives (TN). A binary confusion
matrix is shown in Fig. 8 [18].

Accuracy = TP + TN

TP + FP + TN + FN
(9)

Precision = TP

TP + FP
(10)

Recall = TP

TP + FN
(11)

3 Result and Discussion

Testing was conducted on hardware with specifications of processor Intel (R) Core (TM)
i5-9300H CPU@ 2.40 GHz (8 CPUs), ~ 2.4 GHz, Memory 8 GBRAM 1TBHDD, GPU
NVIDIA GEFORCE GTX 1050 (2 GB). While the software needs are Python library
openCV, numpy, andmatplotlib. The components ormodules needed include scikit-learn
0.24.1, and keras 2.7.1
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Fig. 8. Confusion matrix

Fig. 9. Graph the test results using (a) ResNet50, (b) VGG16, and (c) mobile net

The experiment was conducted using three different CNN architectures, CNN with
skip connection ResNet50, CNN sequential VGG16, and CNN depthwise separable
mobilenet. The parameters during the training process use epoch 50, batch-size 10,
learning rate 0.0001, and Root Means Square Propagation Optimization. The results of
the experiment are shown in Fig. 9 (a), (b), and (c). The Figure is a training and validation
graph. The results showed the accuracy of ResNet50, VGG16, and MobileNet which
were 98.16%, 97.83%, and 97.83% respectively. In addition, Figs. 10 (a), (b), (c) are
the matrix of the three CNN architectures. Meanwhile, Table 1 shows the accuracy,
precision, and recall performance of each of the CNN architectures tested.

The test results showed that ResNet50 produced better accuracy compared to others.
ResNet50 is a CNN architecture that has 48 convolutional layers, one max-pooling layer
and one average pooling layer. Resnet solved the vanishing gradient problem on CNN
sequential. These problems can cause a continuous decrease in recognition performance.
For this reason, the concept of “skip connection” is used on ResNet. Skip Connection is
a direct connection through several layers of the model [19].
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Fig. 10. Confusion matrix using (a) ResNet50, (b) VGG16, and (c) mobile net.

Table 1. Performance Result

CNN Accuracy (%) Precision (%) Recall (%)

ResNet50 98.16 98.59 98.31

VGG16 97.83 99.15 97.23

MobileNet 97.83 98.59 97.76

The second experiment used VGG16. This architecture is a successor of alexnet. It
is one of the sequential CNN architectures. VGG16 consists of 13 convolution layers,
and three Fully Connected Layers. In addition, there are five max-pooling layers. The
kernel filter on VGG uses only 3× 3. VGG is from the Visual Gometry Group at Oxford
University. This architecture is known to be reliable for vision recognition, it’s just that
the parameters owned are too large to more than 143 million. It requires a large amount
of resources to process it [20].

While the third CNN architecture for the experiment is MobileNet. This architecture
is a type of CNN created for the benefit of mobile and embedded vision applications.
Embedded vision is an application made on hardware for control and automation pur-
poses. Mobilenet uses depthwise separable convolution to build lightweight CNN on
mobile and embedded devices [21].
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4 Conclusion

Classification of haploid and diploid maize seeds has been carried out. The research
phase consists of preprocessing, feature extraction, and classification using CNN. Pre-
processing using masking of the original image with the image of the closing morphol-
ogy. Furthermore, the feature extraction and classification process use CNN ResNet50.
For comparison used CNN Sequential VGG16 and CNN mobilenet architectures. The
results showed the best performance on ResNet50 with accuracy, precision, and recall of
98.16%, 98.59%, and 98.31%, respectively. To optimize performance, tuning parameters
can be added in the next study.
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