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Abstract. With decreasing prices of batteries, business cases of electric
storage systems reach profitability in commercial applications. However,
for commercial storage systems to become economically attractive, many
studies indicate that different use cases both behind and in front of the
meter must be addressed simultaneously. Shaving load peaks to reduce
grid surcharges is considered in most presented setups. However, the suc-
cess of weighing peak-shaving with other use cases is highly dependent
on a precise load forecast.

In the literature, perfect foresight of the future load profile is assumed
for most multi-use applications. In a real-life setup, forecasts have sizable
uncertainty specifically for load peaks. Consequently, the performance of
a storage system in a realistic setting could differ vastly.

Addressing this topic, this article presents an Energy Management
System (EMS) for a battery storage combining peak-shaving with other
use cases. The EMS relies on machine learning techniques tailored specif-
ically to forecast load peaks and a heuristic control scheme using these
forecasts in operation.

Furthermore, we compare the performance using our load forecast
algorithm to the operation with perfect foresight.

Keywords: PV Battery Systems · Forecast of Electrical Load · Peak
Shaving · Multi-Use

1 Introduction

Two main goals of the transition to a renewable energy system are the integration
of volatile renewable energy sources and the electrification of emission intensive
processes such as transport and heating. The integration into existing electricity
grids increases the need for energy management to assure stability. To motivate
end users to a favorable consumption behavior, many market measures have
been implemented in recent years.

For commercial and industrial (C&I) end users, this offers various chances to
reduce energy costs or to establish new revenue streams. Wüllner et al. published
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a detailed overview over current and future business cases in the C&I sector.
Additional they review the potential of battery energy storage systems (BESS)
for single use cases.

These cases can be roughly divided into grid services and customer services.
The participation in grid services such as frequency containment reserve (FCR)
open additional revenue streams for companies, whereas customer services such
as peak-shaving result in energy cost savings. In Germany, applying an “atypical
grid usage” can reduce the grid fees by up to 80%. To benefit from atypical grid
usage, a company has to reduce the peak load in time intervals of high grid usage
predetermined by the grid operator. Due to a lack of flexibility in internal pro-
cesses many companies struggle to benefit from this regulation. This results in
competitive disadvantage compared to companies which are able to take advan-
tage of the energy market rules. BESS are able to provide the necessary flexibility
to financially profit from various use-cases.

With a lifespan of 10–15 years the purchase of a battery is a long-term invest-
ment which results in high investments. This is one of the main barrier for com-
panies to refrain from a BESS installation.

In the last years falling battery prices reduced this investment and led to
a strongly growing market [6]. Simultaneously, increasing energy prices enlarge
the potential revenue streams. However, most use-cases, when applied as a single
use-case, are financially not attractive, although this is highly dependent on
the specific company. Sometimes a BESS solely used for peak-shaving, which is
currently the most profitable use-case, already pays off.

In other cases, the implementation of a BESS can be profitable by stacking
multiple revenue streams. For example, both references [3] and [5] demonstrate
that combining peak-shaving with the provision of frequency containment reserve
(FCR) and spot market trading (SMT) results in higher profitability. In general,
a multi-use concept can be established by distinguishing different periods to
assign them to different use cases (so called sequential multi-use). A popular
case is to combine atypical grid usage with the provisioning of FCR as typically
atypical grid usage leaves periods of several months without restrictions from
the grid operator [2].

All multi-use concepts have in common that an intelligent operation strategy
is essential to maximize the benefits of a BESS This requires not only good
knowledge, but also a good forecast of the behavior of the energy system. Most
published studies avoid the aspect of good forecast of the energy system by
assuming a perfect forecast. For the application of operation algorithms in real
energy systems, this is not a valid assumption.

In this paper we address the problem of operating a BESS under the uncer-
tainty of load forecasting in a multi-use setting. The considered multi-use case is
the combination of peak-shaving and simultaneous increase of self-consumption.
In a simulation, our multi-use control algorithm using different forecasts is com-
pared to perfect forecast case. Furthermore, we show its potential advantage
compared to control algorithms addressing only a single use case.
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We begin with an overview of the challenges when predicting peak loads
in Sect. 2. Then in Sect. 3 the energy and BESS model is introduced. The use-
cases peak-shaving and self-sufficiency are described, and the control concept is
defined. The results of this approach are compared in Sect. 4. Finally, the results
are discussed and planned work is presented in Sect. 5.

2 Forecasting Peaks of Electric Load

Forecasting electric load is a widely explored topic with textbooks introducing
the main principles [8]. Studies reviewing the extensive scientific output in the
field can be found in [1,10,12].

However, most of the studies typically consider the root mean squared error
(RMSE) as the main error measure. This is very helpful in many applications as
methods optimized on a low RMSE predict the expected energy of a power profile
well. In contrast, the RMSE can not describe the accuracy when forecasting load
peaks. Hence, most forecasts perform suboptimally in this domain.

In commercial applications, peak grid consumption is costly. Therefore, there
is a strong motivation to evaluate forecasts based on the ability to forecast peaks
and improve the accuracy.

In this Section we present common measurements for peak accuracy and
evaluate early methods based on these indicators.

2.1 Forecast Methods

We make use of an earlier work where we have compared different forecast meth-
ods using machine learning [7]. All methods use the data of the past 90 days
in order to predict the upcoming day. This data is enriched with calendric data
as features to learn a mapping from these features to the power profile. Subse-
quently, the mapping is used once a day to generate a day-ahead forecast from
the features from every point in time over the day.

Out of the methods reviewed in [7] we have selected the following to be
applied.

• Persistence (Pers): This approach is using the näıve assumption that the
load profile is similar to the load profile exactly one week prior.

• Multi Layer Perceptron (MLP): A neuronal network is used. It has two
dense layers with 162 neurons each. The activation function is a rectified
linear unit function, and a sigmoid function in the first and second hidden
layer respectively. The learning rate, batchsize, and number of epochs are
0.0018, 128, and 500 respectively.

• Generalized Linear Model (GLM): A linear dependence between the
features and the load is fitted on the data. Here, we use a Gaussian link
function.

• K-Nearest-Neighbor (KNN): In KNN regression, similar points in the
training data are identified based on a Euclidean distance in the feature space.
Then, the forecast for a specific point in time is the average of the respective
load values. Here, we use a number of 40 neighbors.
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2.2 Metrics for Forecast Accuracy

Using the above methods we generate forecasts for the year that we evaluate
using the following metrics.

The forecasts have a time resolution of Δtfc = 15 min. Each forecast consists
of F = 96 values equivalent to a day-ahead forecast numbered using the index f

p̄l = (p̄l
0, . . . , p̄f ,l . . . , p̄l

F−1) (1)

where we use the notation without an index to denote the full time series of the
load with the superscript l. A bar above the variable indicates that the respected
quantity is a forecast of the measured variable

pl = (pl
0, . . . , p

l
F−1). (2)

Forecast metrics typically rely on characteristics of the complete day-ahead
forecast. We therefore introduce the notation

p̄l(d) (3)

to denote the day-ahead forecast for day d out of the D = 365 days of a year.
A standard measure to evaluate forecasts is the root mean squared error

(RMSE) that we calculate over the whole year

RMSE =

√
√
√
√

D−1∑

d=0

F−1∑

f=0

(pl
f (d) − p̄l

f (d))2

F ∗ D
. (4)

As this studies focus on forecasting the peak load of an industrial actor, the
used metrics have to be adapted to this objective. Some metrics to this end are
presented in [4].

The peak absolute percentage error (PAPE) expresses the difference of pre-
dicted peak power to the observed peak power. It is defined as

PAPE =
100%

D

D−1∑

d=0

|max(p̄l(d)) − max(pl(d))|. (5)

For the battery control, the expected energy consumed above a certain limit
power plim is important as it has to be covered by the battery. We describe the
forecast accuracy for this quantity using the RMSE of the energy above the peak
RMSEabv on each day.

To this end we define the energy above the threshold as

Eabv(p̄l(d)) =
F−1∑

f=0

max(0, p̄l
f (d) − plim)Δtfc. (6)

Consecutively, the RMSEabv follows as

RMSEabv =

√
√
√
√

D−1∑

d=0

(Eabv(pl(d)) − Eabv(p̄l(d))2

D
. (7)
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Fig. 1. Forecasted power profiles using different algorithms.

2.3 Accuracy of Load Forecasts

For each forecasting technique, day ahead forecasts are generated for a whole
year. Figure 1 shows a comparison of the different forecasts for an exemplary
week in March.

In that, the profiles generated with KNN and GLM are smooth and show
very few peaks or valleys. This is inherent in the methods themselves, KNN is
making its predictions based the average the 40 nearest neighbors, GLM is using
a Gaussian distribution as a link function in a linear regression model. In the
exemplary week, MLP and the persistence algorithm show a more volatile load
forecast.

To evaluate the ability to forecast peak energy we set the limit power to 95%
of the yearly load peak.

This leads to the results for the whole year summarized in Table 1
In terms of the RMSE, KNN performs best followed by the linear regression,

MLP, and persistence. This is similar to the results for residential households in
[7]. As the RMSE penalizes outliers of forecast error an averaged forecast such
as the KNN forecast performs well regarding this metric.

The ranking of the PAPE is directly opposite. Here, the persistence method
has a much better PAPE than all other models. As it is a realistic load profile,

Table 1. Accuracy of load forecasts

Pers. MLP GLM KNN

RMSE/kWh 348.0 348.0 298.1 265.9

PAPE/% 74.6 229.4 254.9 595.6

RMSEabv/kWh 322.8 345.2 234.5 234.5
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Fig. 2. Histogram of the differences between the observed peak load versus the fore-
casted peak load.

the persistence forecast leads to power profiles with measured peaks. Therefore,
the peaks in the forecasts are close to those in measurements.

MLP and GLM have a similar ability to forecast peaks while the KNN fore-
cast method leads to a low accuracy regarding the load peak due to the averag-
ing. This can be explained using Fig. 2. It shows the distribution of peak load
errors while positive errors resemble underestimating the actual power. Although
KNN leads to the highest amount of (close to) accurate forecasts, the method
underestimates the peak load many times strongly which leads to a high PAPE
value. The other methods show overall smaller errors where MLP and persistence
method are more likely to underestimate the load while GLM is more likely to
overestimate the load profile.

The RMSEabv is indicating how well the forecasting method predicts the
energy that is consumed during peak loads. Having a low error rate here is
important to ensure that the state of charge is high enough to support the elec-
tricity system during peak load. The GLM and KNN show the best performance
here.

3 System Setup and Control

In this study we consider a small or medium enterprise with a battery system
installed at the company’s premises. A PV array is installed as well, generating
power dependent on the solar irradiation. The remaining electric load entails a
supply profile delivered by a utility through the public grid.

Our goal is to control the battery system on site for the purpose of shaping
the load profile at the grid connection point. Here, the main economic driver is
to reduce the peak supply power which can account for the main part of the grid
usage fees.
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Fig. 3. Schematic overview of the studied system.

In the following, we present a simulation model of such a system. We use
this model to investigate the behavior of the developed controller and evaluate
its performance compared to other approaches.

3.1 Simulation Modeling of the System

To evaluate different control strategies we perform a simulation of the commercial
BESS. The used simulation model is shown schematically in Fig. 3.

We assume that power profiles are measured with a constant measurement
time step Δt. A profile time series consist of N time steps numbered with the
time index k = 0, . . . , N .

For simulation and control purposes, we denote the uncontrollable power of
the electric load and the PV generation with pl

k and ppv
k respectively. Here, we

use the index k to denote the k-th measurement at time tk = t0 + kΔt with t0
the initial time of the simulation horizon.

We summarize the uncontrollables in the residual load

pr
k = pl

k − ppv
k (8)

As both electric load and generation are strictly positive, the residual load is
positive when the load exceeds the PV generation on site. Vice versa, a negative
residual load indicates that the PV generation is larger than the electric load.

The variable pb
k denotes the battery power with the sign convention

pb
k ≤ 0 : discharging

pb
k > 0 : charging.

We consider systems that are connected to the AC electricity system on the site.
Therefore, pb

k denotes the AC power of the battery. We define the controllable
variable as the AC converter power uk.

Standby losses lsb as well as power dependent conversion losses lck apply. This
leads to expressing the relation between AC and DC battery power (denoted with
pdc
k ) as

pb(uk) = lsbk + lck + pdc
k

︸ ︷︷ ︸

uk

. (9)
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While the standby losses are constant, the converter losses lck depend quadrat-
ically on the converted power

lck(uk) =
{

0 if uk = 0
pa + uauk + rau

2
k else. (10)

We model the state of the system as the state of charge of the battery denoted
by xk. Battery operation changes the state of charge from time step k to k + 1

xk+1 = xk +
Δt

Cbat

{

pdc
k

(

1 − εeff
)

if pdc
k > 0

pdc
k

(

1 + εeff
)

if pdc
k < 0 (11)

with a constant static battery loss εeff. Here, Cbat denotes the battery capacity
and pdc

k is obtained using Equations (9) and (10).

3.2 Modeling of Grid Connection

From the definitions in the previous section we obtain the power profile at the
grid connection point

pg
k = pr

k + pb
k. (12)

In accordance with the above sign convention, a positive value of pg denotes grid
supply. Economic costs of operation stem from this power profile.

In this study, we consider two main economic factors describing the attrac-
tiveness of a use case.

• Reduction of the Load Peak: Electricity customers consuming more than
100 MWh per year pay grid usage fees based on the peak electric power in
each year. The peak power is obtained by the maximum of the 15 min average
of the grid power profile. The distribution grid operator (DSO) assigns the
resulting costs with a price per kW which vary between different DSOs.
In the following, the peak power is denoted by

ppeak = max(p̂g
0, . . . , p̂

g
M−1) (13)

where M denotes the horizon of the 15 min averages p̄g
m of the minute reso-

lution measurement pl
k.• Degree of Self-Sufficiency As it is economically attractive, many com-

mercial and industrial customers install PV generators. Although there is a
remuneration for feeding PV power into the public grid, it is much lower than
the consumer electricity price. Hence, the main financial benefit stems from
supplying power to the plant directly as well as using the battery system as
an intermediate storage.
The ratio of energy provided by the PV generator on site in the energy con-
sumed overall is denoted by the degree of self-sufficiency

Σself =
Epv→load

Eload
. (14)

For each individual factor, a simple control strategy is sufficient to assert
optimal satisfaction of the individual objective. However, the different strategies
conflict when stacking the use cases.
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3.3 Control Concept and Standard Implementation

Using a perfect forecast of consumption and generation, optimization models
have proven successful in weighing the different objectives discussed in the pre-
vious section [3,5]. Under a realistic, i.e., uncertain, forecast, the control strategy
is less straightforward. In this early work in progress, we develop a heuristic con-
trol strategy with the goal to weigh both use cases in a realistic setup.

For the simulation study, we assume that the battery power can be controlled
continuously in an interval

uk ∈ [−pdch, max, pch, max]. (15)

Here pdch, max and pch, max denote the maximum discharge and charge power
respectively.

The battery state of charge may prohibit certain battery operation e.g., dis-
charging of an already empty battery storage. Then, an internal controller asserts
a feasible power, in this case no battery operation.

The control strategy corresponding to the pure self-sufficiency use case is
equivalent to charging PV generation exceeding the load to the battery and
discharging the battery to supply the load exceeding generation. It can be for-
malized as

uss( ∗
pr
k) = − ∗

pr
k (16)

where the asterisk in ∗
pr
k denotes the current measurement of the residual gener-

ation.
A similar strategy exists exclusively addressing the peak shaving use case

this was presented e.g. in [9]. At the beginning of the year, the plant operator
determines a limit power plim from a load profile analysis in the previous year.
This limit power acts as a target peak load not to be exceeded during operation.
Furthermore, a threshold power pth < plim defines the power below which the
battery is recharged from the grid.

With these two values the pure peak shaving strategy reads

ups =

⎧

⎨

⎩

−(pr − plim) if pr > plim

0 if plim > pr > pth

pth − pr if pth > pr
(17)

This strategy entails that the battery idles at maximum state of charge even
when no peak of electric load is occurring. Then, excessive PV power can not be
stored, other use cases as FCR and energy trading can also not be addressed.

Our goal is to develop a control strategy that is still able to shave peaks of
the electric load while providing battery capacity for other use cases when no
peaks can be expected.

This control strategy uses the forecast of the residual generation

p̄r(tk) = p̄r
0, . . . p̄

r
F−1 (18)

with a forecast horizon F = 8 ·4. Typically, the time step of the forecast is larger
than the resolution of simulation data. Here, we use a time step Δtfc =15 min
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for forecasts obtained using the methods presented in Sect. 2.1. This leads to a
predictive horizon of 8 h.

From the forecast an expected energy above the limit power is determined
as in (6)

Eabv =
F−1∑

f=0

max(0, p̄r
f − plim)Δtfc. (19)

With this, the multi-use control scheme is selected out of the two pure strategies.

umu =
{

ups if Eabv > 0
uss if Eabv = 0 (20)

4 Simulation Results

We perform a simulation study showcasing the features of the developed system.
Our framework is based on simulation data with a resolution of 1 min. The data
stem from measuring the electric load of a medium-sized industrial plant in the
area of Freiburg, Germany in 2021.

The electric load profile of an average week together with the 75% and 25%
quantile of the load is shown in Fig. 4.

Overall, the measurement had minor gaps making up for 0.3 % of the time.
For both the simulation and forecast generation, these gaps were filled using the
last measurement prior to each gap. All gaps were shorter than 15 min except
for two gaps. These gaps occurred in the night and on a weekend respectively
where the load showed an approximately constant power profile before and after
the gap.

The plant had a small PV generator installed. We scaled the measured pro-
duction time series to a peak power of 1 MW and added a simulated battery
with 600 kWh usable capacity.

Fig. 4. Average weekly load profile of the simulation data for a medium-sized industrial
plant in Freiburg, Germany.
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4.1 Compared Controllers

To control the storage charging and discharging, we used the strategies described
in the previous section. The used controllers are abbreviated as follows

• Pure Peak Shaving (PS): Uses the control strategy from Equation (17)
This controller is most likely to buffer all occurring peaks. However, the bat-
tery is charged from the grid, and hence PV power exceeding local consump-
tion is fed into the grid.

• Self-Sufficiency (SS): Controller maximizes self-sufficiency using Equation
(16).

• Multi-Use (MU): The proposed controller described in Equation (20). We
feed the multi-use controller with different forecasts as presented in Sect. 2.1.
Additionally, we simulate the behavior with the perfect forecast.

4.2 Evaluation of Operation

The goal of the controller is to shave load peaks using realistic load forecasts
while simultaneously providing capacity to other use cases. Here we consider PV
self-sufficiency as an exemplary second use case.

Economically, the absolute load peak as in Equation (13) causes the main
cost contribution in most cases. However, this metric is linked to singular events.
Hence, we calculate additional indicators

• Energy above the intended limit power
• Self-Sufficiency as defined in (14)
• Energy fed to the grid Epv→g

• Idle time while the battery is full T full

4.3 Simulation Results

We perform a simulation for each controller setup. Table 2 summarizes the results
in terms of the above metrics.

The two pure controllers (SS and PS) perform best in the respective category.
I.e., the self-sufficiency approach reaches the highest value for the self-sufficiency
Σself and the lowest grid feed-in. Similarly, the pure peak shaving strategy led
to the lowest overall peak grid power.

The multi-use strategy using perfect foresight leads to both the lowest peak
and highest self-sufficiency. This shows, that the algorithm is applicable in gen-
eral and the chosen horizon of 8 h is sufficient to prepare for load peaks.

Using the realistic forecast does not lead to shaving the highest load peak
in the year at the current state of the forecast methods with any approach.
However, all forecast methods increase the self-sufficiency. Furthermore, using
the MLP or the persistence approach reduced the energy consumed above a peak
power. Both methods performed fairly well in forecasting the peak load.

The multi-use approach reduced the idling time at full battery state of charge
significantly independent of the chosen forecast. This increases the lifetime of the
battery storage.
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Table 2. Results of simulation study

Epv→g Σself T full Eabv pmax

MWh % h kWh kW

Method

PS 342.4 15.3 8511.2 0.0 1135.6

SS 270.4 16.7 646.4 6794.0 1265.4

MU Pers 272.2 16.6 1121.8 6618.3 1265.4

MU MLP 272.7 16.6 1240.3 4994.3 1265.4

MU KNN 270.4 16.7 646.4 6794.0 1265.4

MU GLM 270.4 16.7 646.4 6794.0 1265.4

MU Perf 271.4 16.6 870.1 131.8 1135.6

5 Conclusion and Upcoming Research Steps

In this contribution we have presented different forecast methods for load profiles
and evaluated their accuracy when forecasting load peaks. Then, we used these
forecasts to control a battery storage with the goal to shave the load peaks.
At the current state of the control and forecast algorithms self-sufficiency can
be improved compared to a pure peak shaving strategy. However, only perfect
foresight leads to a reduced highest peak at the moment.

In future work, we plan to improve our algorithms for both forecast and
resulting control in the following ways.

• For the current study, there was no reliable sizing method (similar to e.g.,
[11] for the residential case) available. A larger PV generator may increase
the self-sufficiency and automatically reduce load peaks occurring during the
day.

• The forecast methods will be optimized on peak accuracy. Especially forecast
methods using neuronal networks (MLP in this case) offer the possibility to
using a custom loss function in training. We intend to use this to include a
measurement of peak accuracy in the loss function.

• Additionally, past forecast errors may be used to generate a probabilistic
forecast. Then, a control algorithm can use such a forecast to increase the
sensitivity on possible peaks.

Overall, the first implementation presented here indicated potential to com-
bine different use cases using load forecasts. In contrast to optimization based
algorithms, the heuristics can be implemented easily into existing battery man-
agement software such as OpenEMS. This increases the likeliness to be imple-
mented in commercial hardware.
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