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Abstract. Epoch is a factor that affects the time of training an AI model and
affects the accuracy value of the AI model. In this study, hyperparameter tuning
of the epoch value was carried out to see the optimization of the resulting accu-
racy value. The object to be observed is the condition of the fire image which is
classified in the position of (1) Fire Condition, and (2) Non-Fire Condition. The
image data observed were 4650 fire images sourced from environmental images
of the University Sjakhyakirti as well as fire conditions from public sources like
Google images and Kaggle. So the formulation of the problem from this research
is how to measure the Epoch value in producing fire image prediction accuracy.
The purpose of this study is to measure the best accuracy value by performing
hyperparameter tuning on the Epoch. The stages of the research are (1) Dataset
Integration; (2) Image Augmentation; (3) Data Pre-processing; (4) CNN mod-
elling; (5) Hyperparameter Tuning; (6) Determination of Accuracy Value. The
tuning hyperparameters carried out are with values of 30, 50, 75, 100 and 120.
From the results of the Epoch tuning hyperparameter, based on the effectiveness
of the time required along with the accuracy results, the epoch 30 value has an
optimal accuracy result of 82.5% of the test data testing, and has The effective
time duration is relatively short, namely 30 min assuming the time required is±1
min for one epoch.

Keywords: Hyperparameter tuning · Epoch · Image Processing · Fire Image
Classification

1 Introduction

The ease of using technology results in a large amount of data available on the internet.
This data can be used to dig up useful information for users [1]. The industrial revolution
4.0 has characteristic in utilizing data into new knowledge, through artificial intelligence,
internet of things technology, big data technology and other technologies that utilize
these data. Especially in artificial intelligence, where human intelligence is modeled or
simulated on devices and machines [2]. One of the aspects of artificial intelligence is
Computer Vision, which means the ability of a device, in this case a computer, to view
and interpret visual data into a parameter to be processed into certain outputs. Of course,
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in Computer Vision, a series of techniques and visual image processing are needed,
which is called image processing or image processing.

Image processing technology has now developed and is widely implemented in tech-
nological devices, including fingerprint image recognition, where Convolutional Neural
Network implementation is carried out for the fingerprint image classification process
which produces training data accuracy outputs up to 100% [3]. The CNN AI model is
also used in image-based classification of Genus Panthera cats with a training dataset of
3840 images. The CNN architecture used consist of 1 input layer, 5 convolutional net-
work and 2 fully connected layers. The CNNmodel has an accuracy value of 92,1% [4].
While other image processing implementations are used for skin cancer classification
through the VGG-16 architecture, which results in an accuracy of 99.70% [5].

Convolutional Neural Network is one of the algorithms that is often used in image
processing which has similarities with neural networks algorithms in general where the
network can be displayed visually as a collection of neurons arranged as an acyclic graph
[6]. The main difference from common neural networks is that hidden layer neurons
are only connected to a subset of neurons in the previous layer [7]. Due to this rare
connectivity, it is able to learn features implicitly. In general, CNN has 4 components
called: (1) Convolution layer (2) ReLU layer (Activation Function) (3) Pooling layer
(4) Fully connected layer. CNN is a model that has received attention because of its
classification ability based on contextual information.

In the study conducted implementing the CNN algorithm to measure the level of
accuracy of the predictions generated. In optimizing the CNN algorithm, it is necessary
to perform hyperparameter tuning for several aspects, including adjusting the Epoch
value to measure the best accuracy of the observed model. The object to be observed is
the condition of the fire condition is classified in the positions of (1) Fire Conditions,
and (2) Non-Fire Conditions. The problem formulation of this research is how to mea-
sure the optimum Epoch value in producing fire image prediction accuracy. As for the
objects observed, 4650 fire images sourced from environmental images of the Universi-
tas Sjakhjakirti and fire conditions from public sources, google image. The purpose of
this study is to measure the best accuracy value by performing hyperparameter tuning on
the Epoch, so as to produce the highest accuracy value through the epoch measurement
scenarios of 30, 50, 75, 100 and 120.

2 Methodology

The study was conducted with 4650 fire image objects. Software used online through
Google Colab with Python programming. The research methodology used in this study
can be seen in Fig. 1.

Dataset integration is carried out using the content-based image retrieval (CBIR)
method where the images used are retrieved from Google Image using the keywords
“fire”, “building fires”, “forest fires” for data that will be labeled fire and the keywords
“comfortable atmosphere”, “building atmosphere” and “forest atmosphere” for data
labeled “Non-Fire”. The dataset used is 4650 images that have been annotated. The
dataset property used consists of two labels, namely FIRE and NON_FIRE, with the
number of data FIRE. Where FIRE data is 2865 and NON_FIRE is 1785 data, while the
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Fig. 1. Research Methodology

percentage for the distribution of test data is 25%, which is 1162 data. The image used
is a color image type.

The next stage is image augmentation which aims to provide tolerance flexibility
for the model when receiving fire or non-fire images with non-ideal conditions, such as
certain zoom conditions, shear conditions, and so on. In this research, the implemented
image augmentation are (1) Rescale; (2) Rotation Range; (3) Zoom Range; (4) Shear
Range; (5) Fill Mode.

CNNmodeling by implementing convolution, relu, and pooling. Convolution is done
to simplify the image through matrix calculations making it easier for the system to read
the dataset from the observed image. Then the ReLumethod is used to assign a value of 0
to the numbers that produce negative values in the convolution stage [8]. While pooling
is done to determine the highest value based on the results of matrix calculations [9].

The next step is to perform hyperparameter tuning on the epoch. Epoch is a hyperpa-
rameter that determines how many times the learning algorithm will work to process the
entire training dataset. This epoch value is an important hyperparameter for the learning
algorithm. One epoch shows that each sample in the training dataset has the opportunity
to updaet the internal model parameters [10].
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Fig. 2. Dataset image FIRE and NON FIRE

3 Result and Discussion

3.1 Dataset Integration

As explained in the previous chapter, the data taken is from the condition of Sjakhjakirti
University and fire images from public repositories such as google image and kaggle. In
dataset integration, data extraction and image classification are carried out into the Train
and Test repository, each of which consists of a FIRE folder for fire image conditions and
NON_FIRE for non-fire image conditions. The observed image is visualized in Fig. 2
using the matplotlib.pyplot and matplotlib.images libraries.

From the dataset above, it can be seen that there are several fire conditions in which
there is a fire or called FIRE and there is no fire condition or NON_FIRE. For FIRE
conditions, it is indicated by the smoke and fire around the image, while for NON_FIRE
conditions, it is indicated by normal room conditions, no smoke and fire.

3.2 Image Augmentation

Image Augmentation is done to increase the accuracy of the modeling to be built, so
that the model can provide tolerance for some outlier image conditions but still in the
context of the observed image domain [11]. Before setting the image augmentation, first
step is to observe the condition of the FIRE and NON_FIRE image data by looking at
(1) the size of the object of the image (zoom condition or not); (2) How is the slope of
the object, whether the resulting horizontal line is even or not; (3) the distortion of the
vehicle driver’s image. So there are 4 parameters set in Image Augmentation using the
ImageDataGenerator library from tensorflow, as shown in Table 1.

Based on Table 1, it can be seen that the rotation range value is 20, which indicates
that the model will tolerate the image being tested or trained if there is a slope of 200
to the right or to the left. The zoom range value is 0.2, which means that it provides
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Table 1. Image Augmentation Parameter

Number Variable Value

1 Rescale 1/255

2 Rotation Range 20

3 Zoom Range 0.2

4 Shear Range 0.2

Fig. 3. The process of bulding Spesific Folder for FIRE and NON_FIRE

tolerance for images with the condition of the object zooming in up to 20%. While the
Shear Range has a value of 0.2 which means it provides tolerance for images with a
deviation of up to 20%.

3.3 Pre-processing Data and Modelling

In the preprocessing stage, the data is done by dividing the training data into 2 parts,
namely training data and validation data, each of which consists of 2 classes, namely
a class with a label with a value of FIRE and a label with a value of NON_FIRE. The
percentage for the distribution of training data is 75%,which is 4650datawhich is divided
into FIRE as many as 2865 and NON_FIRE as many as 1785 data, while the percentage
for distribution of validation data is 25%, which is 1162 data. Data preprocessing is
done by using the zipfile library as image data extraction, which is finally inserted to the
specific folder. The code as shown in Fig. 3.
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Fig. 4. The results of dividing and reading the number of images on the train data repository

Fig. 5. Visualization data train process for labeled of FIRE and NON_FIRE

Fig. 6. Visualtization data train graph result for labeled of FIRE and NON_FIRE

After the folder is formed where the repository of the images to be classified. The
next step is to divide and read the number of images on each label FIRE and NON_FIRE
in the data train as code shown in Fig. 4.

Furthermore, the FIRE and NON_FIRE image datasets are visualized through the
matplotlib library so that it can be seen how the comparison between the datasets labeled
FIRE and NON_FIRE with the code as shown in Fig. 5.

The results of the visualization are shown in Fig. 6, where the dataset labeled FIRE
is worth more than the dataset labeled NON_FIRE.
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Fig. 7. The implemented of Modelling

After the data preprocessing process through labeling and data visualization, the next
is Modelling which is done by building CNN modeling through Convolution, Relu and
Pooling.Convolution process is carried out 3 timeswithConvolution 1 is 32,Convolution
2 is 16, and convolution 3 is 32. From each of these convolutions a relu process is carried
out which aims to give a value of 0 for the convolution process that produces a negative
value. As well as pooling to choose the highest value from the convolution results using
a matrix pattern (2 × 2). Figure 7 is the coding implemented in the modeling:

Figure 8 is a resume of the implemented model where the output parameters are
932,897 data generated from training data and the number of convolution/dense.

3.4 Hyperparameter Tuning

In this stage, parameter tuning is carried out which aims to measure the level of accuracy
of the implemented model. In addition, it is also part of training data and validation data
so as to achieve optimal accuracy points. There is a parameter called Epoch which is
then set to train the number of times the training data and validation data are trained
to produce model with optimum accuracy. In this study, the epoch values given are 30,
50, 75, 100 and 120. The results of the hyperparameter tuning of the epoch values are
shown in Table 2.

In Table 2 it can be seen that the hyperparameter tuning for the epoch with a value
of 30 produces an accuracy value of 0.825 which indicates that the accuracy rate is
82.5% with the training process for training data and validation data carried out 3 times.
Meanwhile, the highest accuracy results are found in the epoch value of 100 with an
accuracy result of 0.835 or if converted into a percentage the accuracy value is 83.5%.
While the lowest accuracy value is the Epoch value of 75 with a percentage of 69.5%
accuracy value.

The epoch process requires a duration of ±1 min, which means that if the Epoch
value of 30 is running, it requires a duration of 30 min. In terms of effectiveness, when



362 A. B. J. Malyan et al.

Fig. 8. Resume of Modelling Implemented

Table 2. Accuracy Epoch Result

Number Epoch Value Accuracy Result

1 Value of 30 0.825

2 Value of 50 0.800

3 Value of 75 0.695

4 Value of 100 0.835

5 Value of 120 0.735

compared with the Epoch value of 100, in terms of the duration of the epoch and the
accuracy results are not much different, it can be concluded that the recommended
optimum epoch point is the Epoch value of 30.

4 Conclusion

The study conducted to see the performance of Epoch on FIRE and NON_FIRE image
conditions with Epoch value of 30, 50, 75, 100, and 120 resulted in different accuracy
values. Based from the effectiveness of the time needed in the epoch process and the
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resulting accuracy value, the epoch value of 30 is the best epoch value,where the accuracy
value generated for the test data is 82.5%while the duration required in the epoch process
is 30min assuming the time required for the epoch process. it takes±1min for one epoch.
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
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