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Abstract. With the rapid development of information technology and the empha-
sis on education at all levels of the country and society, wisdom education, as a
new application of information technology in the field of education, has a lot of
research space. Educational data mining is an interdisciplinary field arising from
its application in the field of education. Compared with the traditional educational
environment, the current research based on the field of education is no longer lack
of student behavior data. As a result, data-rich educational environments have
become the norm. Abundant data provides a data base for EDM. To some extent,
the sampling of education indicators can improve the problem of unbalanced data,
but they also have the problems of low accuracy and insufficient sampling. This
paper firstly constructs the 1 evaluation system of learning quality index quality
based on the distance education of agricultural talents, clarifies the changes in
learning quality of various groups, and adopts the difference analysis of the ran-
dom forest algorithm based on an improved decision tree. By comparing with
the existing evaluation model, the experimental results indicate that the network
model optimized by this algorithm has a better effect on the evaluation of educa-
tion quality. And that detection accuracy and precision are further improved. It is
helpful for educational indicators to develop personalized evaluation and interven-
tion programs. Finally, some suggestions for learners to improve their learning are
put forward, and the research results can provide practical guidance for teaching
stakeholders.

Keywords: Agricultural education - Online classroom - Education quality -
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1 Introduction

In the case of the combination of the Internet and the field of education, online learning
has become the preferred choice of learners, but also provides convenience for learners.
Online learning can be watched anytime, anywhere, be recorded and broadcast, and is
not limited by location and time. Because the whole online learning process is carried
out online, all the learning behavior data of students can be completely retained in the
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learning management system, which provides a reliable data source for the study of
academic monitoring and evaluation of students’ online learning behavior and teaching
intervention [1]. The most commonly used method to establish a quality evaluation
mechanism is to establish a student score classifier. The common classifier models are
decision trees, Naive Bayes, SVM, etc. [2].

The rapid development of computer data processing and analysis technology has
greatly improved the efficiency and effectiveness of the use of data in education and
teaching and provided an effective way to improve the professional ability of agricultural
talents. In the information age, the traditional education evaluation mechanism is moving
towards precise evaluation, which can not only expand the sample in an all-round way.
It can also acquire a more efficient evaluation system through some available objective
information, which is a more accurate process evaluation [3]. Therefore, the evaluation
of the application level of agricultural digital education resources is a highly practical
activity, and its evaluation and analysis are helpful for decision-makers to predict from
the perspective of intelligent science. It can be said that the evaluation through machine
learning can support school decision-making, improve the quality of education and
optimize education and training services [4].

Many countries and international organizations have investigated and evaluated the
professional skills of education quality, including the application ability of digital educa-
tion resources. The Organization for Economic Cooperation and Development (OECD)
launched a large-scale international survey on the quality of education and teaching
(TALIS) in 2008. It includes the use of educational curriculum resources [5]. Through
interviews, KHanson and others discussed the comfort of searching and using digital
resources in education and what kind of training support they want to get [6]. Chen Weil-
ing and others distributed questionnaires through the network to understand the habits
and strategies of using resources in the process of application practice [7]. Some of them
are based on the platform to collect and evaluate the educational information technol-
ogy behavior, but there is no evaluation of the application ability of digital educational
resources, and more of them are based on the network technology of the educational
platform.

This paper starts with the poor application effect of distance education for agri-
cultural talents and the small coverage and weak pertinence of traditional evaluation
methods. The paper mines the specific factors that will affect the application ability
of distance education resources based on the collected education data, and uses these
objective and significant characteristics to build an improved decision tree model to eval-
uate the application ability of agricultural education resources. Through the comparison
and optimization of the model performance, the evaluation method more suitable for
the research group was found, and the application feasibility of the evaluation results
was demonstrated later, hoping to provide decision support for the education manage-
ment department to realize the precise monitoring of education quality and training
intervention.
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2 Establish an Educational Quality Evaluation System

In this paper, the information of distance education courses for agricultural talents is
collected for four groups of people, including students, teachers, experts and teaching
supervision groups. Through the course evaluation questionnaire system designed by
the course evaluation index, some of the indicators of course evaluation are established
as displayed in Table 1.

Table 1. Course index evaluation system

First indicator

Second indicator

Contents

Teaching staff

Course leaders and teachers

Teacher’s style, academic level and
teaching level

Structure and overall quality of
teaching staff

Knowledge Structure, Age Structure,
Personnel Allocation and Training of
Young Teachers

Teaching results

Project and scientific research
literature

Teaching contents

Course contents

The design is in line with the goal of
personnel training, and knowledge,
ability and quality are organically
integrated.

Teaching design

Subject design, course design, project
design

Course practice

The content of experimental course
can effectively cultivate students’
practical ability and innovative ability.

Teaching source

Teaching materials and relevant
materials

Construction of teaching materials
and related materials

Practice teaching conditions

Advancement and openness of
practical teaching environment

Network teaching resources

Network teaching resources are rich,
auxiliary teaching and learning
functions are complete, and can be
effectively shared.

Teaching methods

Teaching use effect

Individualized teaching, inquiry
teaching, blended and flipped
teaching, etc.

Application of information
technology

Using modern information
technology to carry out teaching
activities
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3 Quality Evaluation Model of Distance Education

SPSS Modeler is applied to construct the model and obtain the evaluation results of
the model, and then the classification algorithms are screened. According to the results,
the evaluation performance of random forest is better than other classification models.
Therefore, this paper selects to use the random forest algorithm to improve.

Random forest is an ensemble learning method based on the random subspace tech-
nique and a Bagging algorithm. At the same time, the weak classifiers of random forests
are CART decision trees, and each tree model will evaluate the input data. The final
evaluation result of random forest is to combine the evaluation results of all weak clas-
sifiers, and finally select the majority vote of all results as the final evaluation result [8].
The weak classifier of random forest adopts the decision tree as the index to divide the
features.

The decision tree is calculated as shown in Eq. 1.

k
Omi(@) =Y _p,(1 =p,) 1)
i=1

where 6;,; denotes the decision tree, k denotes the number of classes in the data set,
and p, denotes the probability that the sample belongs to class k. When k = 2, Eq. 1 is
converted into the decision tree calculation mode of the binary classification problem,
as shown in Formula 2.

Oini(p) = 2p(1 = p) 2)

where (p) denotes the probability that the sample belongs to the positive sample.
The decision tree calculation formula for the data set ¢ is displayed in Fig. 3.

k
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where |7 | represents the number of data sets, and the data subsets »; and 7; are generated
according to a certain value of the feature (¢), as shown in Formula 4.

¢1 = {(x, »)9lA(x) = a} “4)

Therefore, the decision tree of a certain feature A(x) under a certain value a can be
calculated according to Formula 5. By comparing the decision trees of all values under
feature a;, the value of feature a; that minimizes the decision tree is selected as the best
segmentation point to partition the feature [9].
0. el
ini (¢, A) = —— (ini(¢p1)) )
o]
The algorithm flow of the random forest weak classifier is summarized in Fig. 1.
Input: Training dataset ¢.
Output: Weak classifier. Starting from the root node, each node of the weak classifier
needs to perform the following operations:

(1) Randomly select n features to form a feature set «;
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v

Form feature set

v
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Calculate the optimal
value

Meet the conditions

Fig. 1. Random Forest Weak Classifier Algorithm Flow

(2) Calculate a decision tree of all values of the data set under the feature set &’ according
to Formula 5;

(3) Select the minimum characteristic and the corresponding value of the decision tree as
the optimal characteristic and the optimal segmentation point, divide left and right
sub-trees according to the selection result, divide the data set ¢ into two subsets
according to the optimal segmentation point, and take the two subsets as the input
of the left and right sub-trees;

(4) Repeat that steps 1, 2 and 3 for each child node until the end condition of the
algorithm is met.

Repeated random under-sampling is applied to the training data of each weak classi-
fier in the ensemble classifier, and random forest, as a representative ensemble learning
algorithm, also combines multiple weak classifiers.

Therefore, this paper combines the idea of repeated random under-sampling with the
random forest algorithm, and applies repeated random under-sampling to the training
data subset of each weak classifier of the random forest.
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4 Simulation Experiment

4.1 Experimental Comparison Scheme

Naive Bayes, the Support Vector Machine and the improved evaluation algorithm of
decision tree in this paper are selected for preliminary modeling analysis to find out the
evaluation algorithm suitable for the learning data. The main reason is that these models
have the following significant advantages: (1) they are supervised models, which are
easy to control parameters; (2) the model construction is simple and efficient, which
is very suitable for the situation of medium sample size (and feature number); (3) the
model has high stability and can achieve good evaluation on the set learning features
[10].

4.2 Method of Experiment

Select “evaluation variable = grade” and “evaluation attribute = interaction attribute,
interest attribute, ability attribute, and knowledge attribute” through the command of
“loading data | dividing data set | preparing target input and evaluation variable | data
discretization | model building | model application | result display I” in the way of
automatic modeling in Rapid Miner. The parameters in the “Split Data” operator were
set to 0.6 and 0.4, indicating that 60% of the data was chosen to train the model and
40% of the data was adopted to test the model, respectively, with the default model
building automatic parameters [11]. From the two indicators of evaluation accuracy
and classification error rate, the suitability of each evaluation model to the case data is
judged, and finally, the influence weight value of each attribute on the evaluation result
is calculated, which is displayed in Fig. 2.

The online operators complete the construction process of the evaluation model
together, replace the “Naive Bayes (Kernel)” operator with the evaluation model in turn,

Data
consolidation
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v

Naive Bayes

End

Fig. 2. Evaluation model
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and adjust the online and automatic parameter settings of the operators to complete the
automatic construction of each evaluation model.

4.3 Comparison of Experimental Results

The comparison results of experimental schemes are displayed in Figs. 3 and 4.
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Fig. 3. Comparative analysis of evaluation results of each model
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As indicated in Figs. 3 and 4, knowledge attributes and interaction attributes account
for a higher weight in each model, which indicates that these two attributes are factors
that have a greater impact on academic performance. The evaluation accuracy of several
models has reached 0.59 ~ 0.69, of which the accuracy of the algorithm in this paper is
the highest: 0.66. The model also has great advantages in training and recognition time.
It verifies that the algorithm model in this paper can better explain the learning data.

5 Conclusion

In this paper, the quality evaluation model of agricultural talent education resources based
on a random forest algorithm is constructed. The parameters of the model are optimized
by using grid search and cross-validation methods to output the optimal evaluation
results of each model. The evaluation of education quality can not only promote efficient
learning, but also play a very considerable role in improving the quality of courses. It is
of great significance to the development of education.

Due to the limitation of current experimental conditions and learning time, the source
of all index data is still questionnaire data, which mainly focuses on the analysis of influ-
encing factors, index selection, algorithm implementation and application feasibility of
evaluation. If a system can be developed for practical application in education back-
ground file management and training records, combining the evaluation results of digital
educational resources with the decision-making system effectively can better reflect the
application value of this study.
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