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Abstract. As an important branch of educational big data, grade prediction has
become a hot spot for researchers. In order to predict students’ grade levels more
accurately and have good prediction accuracy at each grade level, the RFE _ RF
feature selection method is proposed to reduce the dimension of features. Sev-
eral machine learning models, such as the decision tree, random forest, logistic
regression, and Naive Bayes, are used to construct a weighted voting model based
on information entropy to build a student grade prediction model with an accu-
racy rate of 84.38%. Compared with the performance of other single models, the
accuracy, F1-score and recall rate of this model are all good at low, middle, and
high-grade levels. The results show that the algorithm can provide a reference for
the study of grade-influencing factors and student grade prediction model.

Keywords: Feature selection · information entropy · voting algorithm · student
grade prediction

1 Introduction

In recent years, the Ministry of Education, based on the era of informationization 2.0,
issued theNotice onOrganizing theDeclaration of “5G+ Smart Education”Application
Pilot Project to encourage the integration of education and technology with data as the
foundation and to innovate the building of an education platformwith scientific decision-
making, refined management process, and timely teaching analysis from three levels of
data collaboration, data refinement and data openness [1, 2].

In the field of education, the combined application of big data involves many aspects,
mainly including two technologies, i.e., educational data mining and learning analysis,
both of which provide important support for improving school planning, increasing
teaching efficiency, enhancing learning quality, and accelerating interdisciplinary devel-
opment [3]. These two technologies also have different applications in the field of teach-
ing and learning. For example, Andres Gonzalez-Nucamendi [4] used questionnaires
to collect characteristics of engineering students in various dimensions such as enthusi-
asm for independent learning, so as to identify the relationship between independent and
dependent variables and predict students’ grades; Ding [5] performed cluster analysis on
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students by subdividing students’ behaviors into different groups from various aspects
based on students’ characteristics in the big data of the management system of Xi’an
University of Technology; Ahmed A [6] using CONV-LSTM algorithm constructed
a student dropout prediction model based on seven behavioral data such as students
viewing pages in MOOC to identify students at risk of dropping out of school.

The research on course grade prediction is mainly to select the features with higher
influencing factors as input features according to different learning situations, and select
appropriate machine learning algorithms to construct the optimal prediction model to
predict the student grade prediction model. For example, Hangjie Shen [7] used two
algorithms, fuzzy clustering and support vector regression, to predict students’ final
grades using student grades and parents’ education level as characteristics. JakubKuzilek
[8] identified students who failed the exam in the first academic year with four machine
learning models to help teachers identify and intervene with at-risk students.

From the above research, it can be concluded that with different features and algo-
rithms selected in different learning situations, the final prediction results are also differ-
ent. We propose a random forest algorithm based on feature recursive elimination and
an integrated voting algorithm, which not only provides an effective method for teachers
to carry out personalized teaching and predict course grades, but also offers reasonable
suggestions and opinions for future teaching focus.

2 Data Preprocessing Algorithms

The original dataset usually contains some features that are less relevant to the final
grades, and the accuracy of the model will be improved by removing these irrelevant
attributes. We use the RFE_RF feature selection method combining recursive feature
elimination (RFE) and random forest (RF) to determine the optimal subset by calculating
the root mean square error of the model, and add 5-fold cross-validation to the outer
layer of the algorithm for better performance evaluation and feature selection basis. The
selection process of the feature selection method includes input and output processes.
The specific algorithm is as follows:

Input training samples F{Xk,Yk} (k = 1,2,3,…,n), Yk∈{low-level interval, mid-
level interval, high-level interval}.

Output feature ordering set.
Step 1: Initialize the feature set F as the original data set and the feature ordering

set as empty.
Step 2: Loop the following process until F is empty.
1) Obtain the training samples of the feature set to be candidates.
2) Generate a decision tree afterF is resampled by bootstrap to build a random forest

classification model, get the final classifier results after final voting, and calculate the
importance of each input feature to the model output. The importance index is calculated
by the following formula (1).

Pk =
∑n

i=1
∑t

j=1 DGkij
∑m

k=1
∑n

i=1
∑t

j=1 DGkij
× 100% (1)
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Fig. 1. Box Plot of Numerical Attributes and Students’ Grade Levels(owner-draw)

wherein, Pk is the importance degree of the kth input feature; m is the number of input
features; n is the number of decision trees; t is the number of nodes of each decision
tree; DGkij is the reduction of the Gini index of the kth input feature at the jth node of
the ith decision tree;

3) Find out the least important feature p = argmin
k
pk;

4) Update the feature setR={p} ∪ R;
5) Remove this feature F=F /p from F .
When the feature subset inR is 5, it has a good performance in prediction accuracy.

At this time, the optimal feature subset obtained by RFE_RF is { StudentAbsenceDays,
Discussion, AnnouncementsView, VisITedResources, raisedhands}, which is used as the
input of the prediction model. Figure 1 can be seen that students’ grade interval intervals
are strongly and positively correlated with the number of class participation.

3 Weighted Voting Algorithm Based on Information Entropy

For the prediction of students’ grade categories, the categories are divided into {low-
level interval, mid-level interval, and high-level interval}. Due to the different accuracy
of prediction by each base classier, the prediction results may be affected by the base
classifier with larger prediction bias if voting is conducted directly. To reduce this error,
we, by introducingweighted voting and combining it with information entropy, proposed
a weighted voting algorithm based on information entropy (IEWV), selected appropriate
weights for each base classifier, and finally compared it with the prediction results with
the accuracy of the prediction results of the base classifier as weights. The specific
progress of the IEWV algorithm is as follows:
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For the three categories of student grade prediction in this paper, when four classifiers
are used for voting fusion, the posterior probability matrix of the student samples is
calculated according to the classifiers by the following formula (2).

P(x) =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

P11(x) P12(x) P13(x)

P21(x) P22(x) P23(x)

P31(x) P32(x) P33(x)

P14(x)

P24(x)

P34(x)

⎤

⎥
⎥
⎥
⎥
⎥
⎦

3×4

(2)

For each student sample x, the more dispersed the categorical samples belonging to
each category, the less certain the grade prediction level is. The more concentrated the
categorical samples belonging to each category, the greater certain the grade prediction
level is. For the probabilityP in Formula (2), assuming that the classification uncertainty
of base learner i for the student sample X is Hi(x), its information entropy is shown in
Formula (3).

Hi(x) = −
∑m

j=1
Pijlog2Pij, i = 1, 2, 3, 4 (3)

The obtained (x) measures the performance of the ith base classifier. The larger its
value, the greater the uncertainty of classification, which indicates that the worse the
classification ability of the base classifier for the student sample x is, the smaller the
weight of the base classifier should be. The information entropy was converted into the
weight of the base learner according to the normalization formula (4).

ωi = exp(−Hi(x))
∑4

j=1 exp(−Hj(x))
(4)

The new probability matrix P ′
(x) can be obtained by multiplying the i-th row of the

matrix P(x) with the corresponding weight ωi is shown in Formula (5).

P ′
(x) =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

ω1P11(x) ω1P12(x) ω1P13(x)

ω2P21(x) ω2P22(x) ω2P23(x)

ω3P31(x) ω3P32(x) ω3P33(x)

ω1P14(x)

ω2P24(x)

ω3P34(x)

⎤

⎥
⎥
⎥
⎥
⎥
⎦

3×4

(5)

The weighted probability can be obtained by summing up each column of P ′
(x) is

shown in Formula (6).

P ′
v(x) =

[∑4

i=1
ωiPi1,

∑4

i=1
ωiPi2,

∑4

i=1
ωiPi3

]

(6)

Wherein the largest column argmax
j=1,2,3

∑4
i=1 ωiPij in P ′

v is the result of student grade

prediction.
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Fig. 2. Correlation Coefficient Plot of Each Attribute and the Interval of Students’ Grades(owner-
draw)

4 Experiment and Result Analysis

4.1 Data Sources

The dataset (xAPI-Edu-Data) [9] was collected from the Kalboard 360 learning man-
agement system through the Learner Activity Tracking Tool. It consists of 245 student
records in the first semester and 235 student records in the second semester, totaling 480
student records. According to students’ total scores, students were divided into three
grades, that is, 0–69 as the low-level interval, 70–89 as the mid-level interval, and 90–
100 as the high-level interval. Finally, the correlation analysis of each attribute and the
interval of students’ grades was carried out, and the resulting correlation coefficient plot
is shown in Fig. 2.

4.2 Experimental Design

First, 80% of the dataset was used as the training set and 20% as the test set, and then
the training set was divided into a training set and validation set, and a five-fold cross-
validation method was used to train the classifier to facilitate parameter tuning. Next,
the RFE_RF algorithm was adopted to rank the importance of features and select the
attributes that are most effective in improving accuracy. Finally, the weight of each
base classifier was calculated by using information entropy, and the predicted value was
obtained using the integrated voting algorithm.

4.3 Result Analysis

The test results of the decision tree, random forest, logistic regression, Naive Bayes,
voting integration algorithm, and IEWV algorithm are shown in Table 1. Among them,
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Table 1. Test Results of Machine Learning

Accuracy Algorithm

Decision
Tree

Random
Forest

Logistic
Regression

Naive Bayes Voting
Integration
Algorithm

IEWV

Overall 76.04% 82.29% 80.21% 75% 82.29% 84.38%

Low 93% 88% 90% 88% 90% 93%

Mid 76% 88% 84% 84% 88% 86%

High 62% 72% 63% 59% 70% 73%

logistic regression is the most popular education prediction model at present and is often
used as a baseline model [10]. In this sample, the IEWV algorithm model has the best
overall accuracy, which correctly identified 84.38% of students’ grade levels, and is also
the best model for predicting high-level students, with an accuracy of 73%.

From a theoretical point of view, integrated learning can give full play to the advan-
tages of each learner and reduce the risk of poor generalization performance of a single
model to a certain extent. In addition, the prediction accuracy of the high-level interval
is quite different from that of the low and mid-level interval, which is mainly due to the
generally uneven distribution of data generated in the teaching process and the small
number of students with grades in the high-level interval.

Figure 3 provides a comparison chart between predicted grades and actual grades
of each model. The acceptable error is considered to be within the errors of high-level
students and mid-level students because these students do not have the risk of failing
exams and are not among the students under the key observation of the school. However,
an unacceptable error occurs between the students in the mid-level interval and the
students in the low-level interval. Incorrectly predicting the students in these two intervals
may cause some students not to study hard and thus fail exams.

By comparing the number of student samples in the low-level interval that were
incorrectly predicted as the middle-level interval for each model, it can be obtained that
IEWV only predicted a student sample incorrectly. By comparing the number of student
samples in the middle level that were incorrectly predicted as the low-level interval for
each model, it can be obtained that the decision tree and IEWV have the minimum
error, which predicted only two student samples incorrectly. Combining the two types of
prediction errors, IEWV has the best prediction results, followed by a voting integration
algorithm and logistic regression.

The recall and F1-score in the IEWV algorithm model prediction results were com-
pared with the prediction indicators of other algorithms, as shown in Fig. 4. It can be seen
that the IEWV model ranks first in the recall and F1-score of any student grade level,
and performs better than the integrated voting algorithm in all evaluation indicators.

We found that the accuracy of the model was greatly improved by changing the
student categories in this study from low, middle, and high to a binary classification
model that only predicts whether a student will fail exams, with 0–69 points for failing
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(a) Decision Tree                                          (b) Random Forest 

(c) Logistic Regression                                    (d) Naïve Bayes 

(e) Voting Integration Algorithm                                (f) IEWV 

Fig. 3. Comparison Chart between Prediction and Actual type of Each Model(owner-draw)

exams and 70–100 points for not failing exams. The confusion matrix of the prediction
results is shown in Fig. 5. Among the samples with prediction results of failing exams,
only one sample was wrongly predicted; among the samples with prediction results of
not failing exams, three samples were predicted incorrectly. The accuracy of predicting
students who will not fail is as high as 98%, and the overall accuracy of predicting
students’ grades is 96%.
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Fig. 4. Comparison Chart of Recall and F1-score(owner-draw)

Fig. 5. Prediction Result of Binary Classification(owner-draw)

5 Conclusion

Through analysis, the prediction model based on RFE_RF and the weighted voting
algorithm based on information entropy show improved performance to some extent
compared with the prediction results of other single models. For the dataset used in this
paper, the number of days students missed class, the number of times they participated in
class discussions, the number of times they answered questions in class, the number of
times they checked course materials, and the number of times they checked notices have
the greatest impact on academic performance, followed by whether parents are satisfied
with the school and whether parents could complete the questionnaire provided by the
school, while students’ demographic characteristics have minimal impact on academic
performance. This finding has reference significance for online education.
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