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Abstract. To solve the problem that the SIFT algorithm used in augmented reality
algorithm can not accurately extract matching and the matching efficiency is low,
a matching method combining SIFT algorithm, fast explicit diffusion FED and
IMU is proposed. Firstly, the input image of the initial matching is processed by a
nonlinear filtering operation using FED. Pre-integration is performed by the IMU
inertial measurement unit to calculate the pose change of the camera between two
framesof images.Then, theSIFTalgorithm is adopted for imagematching. Finally,
the corresponding relationship between the virtual object coordinates registered on
the screen and the real space coordinates is determined. With the help of IMU and
the nonlinear image fuzzy processing, the proposedmethod has strong adaptability
to images and can obtain the corresponding coordinates of real space in complex
environments.
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1 Introduction

Image feature extraction and matching location are the basic technologies of augmented
reality vision. Imagematchingbasedon local invariant features is applied to obtain spatial
coordinate information, which is to realize the registration of three-dimensional objects
into the real environment in augmented reality. Spatial information acquisition mainly
includes three steps: extraction of descriptors, description, and matching [2]. At present,
the main image feature extraction matching algorithms are the ORB algorithm, SURF
algorithm, and SIFT algorithm. The feature points extracted by the ORB algorithm have
scale and rotation invariance. The detection efficiency is high, which meets the real-time
effect of augmented reality on mobile devices. However, the problem of scale invariance
is not considered [3]. Based on the SURF algorithm, the Hessian matrix is used to screen
feature points, which improves the detection speed. However, there are still problems,
such as poor real-time performance of the system, jitter, and drift of 3D registered virtual
objects [4].

Moravec et al. used the corner operator to achieve stereo-visionmatching in the early
days. Harris et al. improved the Moravec operator on this basis. However, it is sensitive
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to scale, viewing angle, and illumination changes, and has poor anti-noise ability [5].
Lowe et al. proposed a more stable SIFT (scale in variant feature transform) feature
operator, which not only has the invariance of scale, rotation, affine, visual angle and
illumination, but also maintains a good matching effect for the motion, occlusion, noise
and other factors of the target [6]. Therefore, it has beenwidely used in image recognition,
target tracking, and positioning [7–9]. However, due to the strong randomness of the
corresponding feature points of SIFT matching, SIFT can not directly obtain the exact
location of the target or provide a more accurate pose in a short time. Thus, a variety of
SIFT variants have been proposed.

Document [10] proposes an extraction and matching method based on the simplified
descriptor of cross-shaped partition in the field of feature points.Document [11] proposes
an extraction and matching algorithm based on the multi-resolution pattern recognition.
Document [12] proposes a K nearest neighbor algorithm (KNN) method based on dune
tracking, but the number of feature points is small. The matching accuracy is low, and a
high error matching rate and the like occur sometimes. In this paper, an image extraction
andmatchingmethod based onSIFT algorithm is proposed. Through the SIFT algorithm,
the Fast Explicit Diffusion (FED) nonlinear filtering, and the Inertial Measurement Unit
(IMU), the characteristic position coordinates of the target image are obtained.

2 A SIFT-Based Method for Feature Match and Location

2.1 SIFT Algorithm

SIFT mainly consists 7 steps [6].

1) The input image is smoothed with Gaussian filtering.
2) Construction of the pyramid structure is like this: the image is generally divided into

several parts to improve the processing speed. Each part has the same size. Then, a
pyramid structure is built on each part so as to save the amount of computationwasted,
which is due to the large pyramid structure. Each pyramid is generally divided into 3
to 5 layers, and each layer has a different scale. For example, the bottom layer of the
pyramid is the fragment of the original image. The second layer is the Laplace-Gauss
convolution transform of the first layer, which blurs the details but reduces the size
of the image. Similarly, the third layer is obtained by the Laplace-Gauss transform of
the second layer, and the size continues to decrease. When the top layer is reached,
a pyramid-shaped model is established. The clarity of each layer is becoming more
and more blurred intuitively. Meanwhile, to store the data, the number of faces of
the image stored in the layer at the top of the pyramid is higher. There is a down-
sampling relationship between the faces between the layers. Therefore, the first face
of the 0th layer can be obtained by down-sampling the third face of the first layer.
Then, a Gaussian convolution operation similar to that of the 0th layer is performed.

3) Build the DoG pyramid. The Gaussian difference pyramid is constructed through the
above pyramid model. Since the construction principle of the Gaussian difference
pyramid is to subtract between two faces of the same layer in the original Gaussian
pyramid, the number of layers of the Gaussian difference pyramids is the same as
that of the original Gaussian pyramid. The number of each layer’s faces is 1 less than
that of the original Gaussian pyramids.
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4) Detect the feature points by using the difference of Gaussian pyramid, wherein in
the detection process, if the curvature, gradient and other parameters of the points
do not meet the preset threshold number, the points are removed. The feature points
in this step are carried out in several faces of each layer. The judgment matrix is a
three-dimensional matrix, and the comparison value is mainly the gray value after
binarization.

5) Calculate the scale of each feature point.
6) The gradient value and the direction of each feature point are calculated. The points

in a matrix region around the feature point are used to describe the feature point. The
histogram is used to count the gradient values and find the main direction, which can
be more than one.

7) After that accurate gradient value and direction of each feature point are obtained,
a feature descriptor through the data was generated, wherein the descriptor has 64-
dimensional or 128-dimensional features. It can perform relatively accurate matching
on the feature points.

2.2 Nonlinear Multi-scale Spatial Image Processing

To solve the problem of losing the edge and detail information of the matching image,
the SIFT feature extraction and matching algorithm is improved in the early stage. The
improved algorithm first uses nonlinear filtering instead of linear Gaussian filtering to
construct the pyramid scale space, which can better retain the edge and detail informa-
tion in the process of image blurring. Then, it uses the SIFT feature extraction algorithm
to extract feature points in the nonlinear scale space, and applies the rBRIEF algorithm
to describe the feature points to get the feature descriptor. Finally, the Hamming dis-
tance between the two sets of feature descriptors is calculated [13]. Then, the PROSAC
algorithm is adopted to eliminate the mismatched feature point pairs. The construction
process of the nonlinear scale space is similar to that of the Gaussian pyramid. A multi-
scale image with the same resolution is obtained by performing a nonlinear filtering
operation on the image through an FFD (Fast Explicit Diffusion) algorithm [14]. The
expression of the diffusion process for nonlinear filtering is as follows:

∂M

∂t
= div(c(x, y, t) · ∇M ) (1)

where, M is the brightness of the image, div represents the divergence calculation, ∇
represents the gradient calculation, and c(x, y, t) is the conduction function. The process
of solving nonlinear diffusion filtering by FED is as follows:

Li+1 = Li(I + τA(Li)) (2)

In the formula, I is the unit matrix,A(Li) is thematrix of the image in the dimension i,
τ is the time step, and L is the definition of the scale space. If a point has the maximum or
minimum value among the surrounding eight points and eighteen neighborhood points
in the upper and lower scale spaces, it is determined that this point is a feature point of
the image in this scale.

The gradient value and the direction of each feature point are calculated. By using
the gradient direction distribution characteristics of the pixels in the neighborhood of
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the feature points, the direction parameters are assigned to each feature point, so that the
operator has rotation in-variance.

m(x, y) =
√

(L(x + 1, y) − L(x − 1), y))2 + (L(x, y + 1) − L(x, y − 1))2 (3)

θ(x, y) = arctan{[L(x, y + 1) − L(x, y − 1)]/[L(x + 1, y) − L(x − 1, y)]} (4)

In the formula, m(x, y) is the modulus value of the gradient at (x, y), θ(x, y) is the
direction of the gradient at (x, y). The scale used by L is the scale of each feature point.
The feature point is described by the points in a matrix area around the feature point.
The SIFT algorithm takes the feature point as the center, selects a 3 * 3 range nearby,
constructs a circular area, and then calculates the gradient histogram of this area, thereby
constructing a main direction. Finally, the gradient value and direction of each feature
point are obtained.

2.3 Inertial Measurement Unit Pre-integration

IMU pre-integration module is widely used in the field of robot navigation, which can
provide more accurate pose estimation in a short time, so that the robot can complete
more accurate operations [15]. A preintegration model of that IMU is firstly established.
A reference coordinate of a camera is set as C. Aworld coordinate system is set asW. The
reference coordinate of the IMU is set as B. An angular velocity wB and an acceleration
aB of the camera are obtained according to an AR device end integrating the IMU after
the camera moves. The rotation rate w̃B and the acceleration ãB of a sensor relative to
an inertial system are allowed to be measured. The angular velocity rotation rate and
acceleration of the sensor are mainly affected by the additive white Gaussian noise η

and the slowly varying angular velocity bias bg of the sensor. First, the angular velocity
w̃B relative to the inertial sensor is calculated:

w̃i
B = wi

B + big + ηig (5)

In the formula,wi
B is the angular velocity of the acquisition devicewhen acquiring the

i-th frame of acquisition image. big is the angular velocity deviation parameter, and ηig is
the white Gaussian noise of the angular velocity of the acquisition device when acquiring
the i-th frame of acquisition image. The rotation relationship of the IMU relative to the
world coordinate system at the j-th frame image can be obtained according to angular
velocity and sensor angular velocity deviation b as follows:

Rj
WB = Ri

WBExp
((

w̃i
B − big

)
�t

)
(6)

where, Ri
WB is the rotation matrix of the i-th frame acquisition image, Exp is the expo-

nential mapping calculation formula from Lie algebra to Lie group [16], �t is the time
interval between two adjacent frames of images. w̃i

B is the angular velocity of the acqui-
sition device relative to the inertial frame when acquiring the i-th frame acquisition
image, and big is the angular velocity deviation parameter of the acquisition device when
acquiring the i frame acquisition image.
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The rotation relation of the IMU relative to the world coordinate system when the
camera collects the ith frame image is expressed as Ri

WB. The speed relation of the
IMU under the world coordinate system when the camera collects the ith frame image
is expressed as V i

WB. The translation relation of the IMU under the world coordinate

systems when the jth frame image is collected by the camera can be expressed as T j
WB:

T j
WB = T i

WB + V i
WB�t + 1

2
gW�t2 + Ri

WB

(
ãiB − bia

)
�t2 (7)

where, ãiB is the acceleration of the acquisition equipment relative to the inertial system
when acquiring the i-th frame of acquisition image. bia is the acceleration deviation
parameter of the acquisition equipment when acquiring the i-th frame of acquisition
image. gW is the gravity parameter. V i

WB is the speed of the acquisition device in the
world coordinate system when acquiring the ith frame of image. T i

WB is the translation
matrix of the ith frame of image. This formula describes the relationship between the
two sets of IMU data.

The acceleration ãB of the sensor relative to the inertial frame is obtained by the
rotation matrix R:

ãB(t) = RiT
WB(t)(aW (t) − gw) + ba(t) + ηa(t) (8)

where, ηia is the white Gaussian noise of the acceleration of the acquisition equipment
when acquiring the i-th frame acquisition image. aiB is the acceleration of the acquisi-
tion equipment when acquiring the i-th frame acquisition image. ba is the acceleration
deviation parameter, and gW is the gravity parameter.

IMUpre-integration and improvedSIFT feature pointmatching are adopted to jointly
solve the camera pose. Then, the camera pose change information is used to calculate the
transformation relationship between the camera and the real scene. The transformation
matrix S4×4 is obtained. S4×4 is composed of a rotation matrix Rj

WB and a translation

matrixT j
WB, and S4×4 can convert aworld coordinate system into a screen coordinate sys-

tem and finally register that virtual object in the real world. Assuming that the coordinate
of any feature point P in the real space is (XW ,YW ,ZW ), the homogeneous coordinate
is (XW ,YW ,ZW , 1). The homogeneous coordinate of the feature point P in the camera
coordinate system is (XC ,YC ,ZC , 1). Then, the relationship between the two coordinates
satisfies:

⎡
⎢⎢⎣

Xc

Yc
Zc
1

⎤
⎥⎥⎦ =

[
Rj
WB T j

WB
01×3 1

]
⎡
⎢⎢⎣

Xw

Yw
Zw
1

⎤
⎥⎥⎦ (9)

Under the real world coordinate system, the coordinate of the feature point P pro-
jected to the screen is (u, v). The translation amounts are px and py respectively. The
focal lengths in the corresponding directions are fx and fy. Then, the projection of the
feature point P under the camera coordinate system satisfies:

u = fxXc

Zc
+ px, v = fyYc

Zc
+ Py (10)
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Calculate the camera pose of the jth frame image according to the rotation matrix
Rj
WB and the translation matrix T j

WB, and determine the relationship between the virtual
coordinates and the real coordinates of the feature points:

ZC

⎡
⎣
u
v
1

⎤
⎦ =

⎡
⎣
fx 0 px 0
0 fy py 0
0 0 1 0

⎤
⎦

⎡
⎢⎢⎣

XC

YC
ZC
1

⎤
⎥⎥⎦ =

⎡
⎣
fx 0 px 0
0 fy py 0
0 0 1 0

⎤
⎦

[
Rj
WB T j

WB
01×3 1

]
⎡
⎢⎢⎣

XW

YW
ZW
1

⎤
⎥⎥⎦ (11)

where, (XW ,YW ,ZW , 1) is the real coordinate of the feature point, (XC ,YC ,ZC , 1) is
the virtual coordinate of the feature point, (u, v) is the coordinate in the captured image
of the characteristic point, and px is the translation amount in the horizontal direction of
the characteristic point in the captured image. py is the translation amount in the vertical
direction of the characteristics point in the capture image. fx is the focal length of the
feature point in the horizontal direction in the captured image. fy is the focal length of the

feature point in the vertical direction in the captured image. Rj
WB is the rotation matrix

of the i-th frame captured image, and T j
WB is the translation matrix of the j-th frame

captured image.
After the gradient value anddirection of each feature point are calculated bynonlinear

filtering, the data is used to generate a feature descriptor (descriptor), which has 64-
dimensional or 128-dimensional features. The remaining first feature points are searched
in the local area centered on the central first feature pointXj. Then, the correct first feature
points are matched as the feature points of the acquired image. That is, based on the
central first feature point and the plurality of first feature points, the feature points of the
captured image are finally obtained. The advantage of this is that the local area search
centered on the central first feature point Xj narrows the search range.

The coordinates of the central first feature point Xj(xj, yj, zj) are calculated by the
following formula:

⎡
⎣
xj
yj
zj

⎤
⎦ = Rj

WB

⎡
⎣
xi
yi
zi

⎤
⎦ + T j

WB (12)

where, Xi(xi, yi, zi) is the coordinate of the first feature point Xj of the center in the

previous frame. Rj
WB is the rotation matrix, and T j

WB is the translation matrix.
Based on the rotation matrix, the translation matrix and the virtual coordinates of

the feature points, the real coordinates of the feature points are obtained, that is, the real
coordinates of the power equipment to be detected are obtained.

The relationship between the virtual coordinates and the real coordinates of the
feature points is as follows:

ZC

⎡
⎣
u
v
1

⎤
⎦ =

⎡
⎣
fx 0 px 0
0 fy py 0
0 0 1 0

⎤
⎦

⎡
⎢⎢⎣

XC

YC
ZC
1

⎤
⎥⎥⎦ =

⎡
⎣
fx 0 px 0
0 fy py 0
0 0 1 0

⎤
⎦

[
Rj
WB T j

WB
01×3 1

]
⎡
⎢⎢⎣

XW

YW
ZW
1

⎤
⎥⎥⎦ (13)
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In the formula, (XW ,YW ,ZW , 1) is the real coordinate of the feature point,
(XC ,YC ,ZC , 1) is the virtual coordinate of the feature point, (u, v) is the coordinate
in the captured image of the characteristic point, px is the translation amount in the hor-
izontal direction of the characteristic point in the captured image. py is the translation
amount in the vertical direction of the characteristics point in the capture image, and fx
is the focal length in the horizontal direction. fy is the focal length of the feature point in

the vertical direction in the captured image. Rj
WB is the rotation matrix of the i-th frame

captured image, and T j
WB is the translation matrix of the j-th frame captured image.

Under the real world coordinate system, if the coordinate of the feature point in the
collected image is (u, v), the translation amounts are px and py. The focal lengths in the
corresponding directions are fx and fy, and the homogeneous coordinate of the feature
point is (XC ,YC ,ZC , 1), then:

u = fxXc

Zc
+ px, v = fyYc

Zc
+ Py (14)

During thematching of the SIFT feature points, the pose change of a camera between
two frames of images can be calculated through an IMU pre-integration module. The
possible position X2 of a feature point X1 in the previous frame of image in the next
frame of image is obtained, so that the global search and matching of the SIFT feature
points are converted into local area search and matching by taking X2 as a center. The
matching iteration times are reduced, thereby improving the matching precision of the
feature points and better eliminating mismatching points.

2.4 Design of the Algorithm in This Paper

Because in the actual production application, the perception of spatial coordinates must
be captured from the first frame of image translation position. Then, the angle and coor-
dinates of these special feature points in the case of spatial translation are required. In
this paper, the SIFT algorithm, fast explicit diffusion FED nonlinear filtering, and IMU
will be combined to calculate the coordinates of the target image in the complex envi-
ronment according to two adjacent frames of images in space. The process is indicated
in Fig. 1 as follows:

The first step is to obtain the velocity, angular velocity, and acceleration in the world
coordinate system according to the obtained space target image and the IMU of the space
image acquisition device.

The second step is to obtain a rotation matrix of the collected image relative to the
world coordinate system and a translation matrix in the world coordinate system based
on the velocity, the angular velocity, and the acceleration under the world coordinate
obtained by the IMU of the device when the space image is collected.

The third step is to perform nonlinear smoothing processing on the acquired image
based on the FED and to extract and match by using the SIFT feature based on the
acquired image after the smoothing processing obtaining a virtual coordinate of the
acquired image.

The fourth step is to combine the IMU pre-integration result and the SIFT charac-
teristic points extracted from the smoothed image to obtain the real coordinate of the
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Acquire a space image. Acquire the velocity, the angular 

velocity and the acceleration of the IMU in the world 

coordinate system when acquiring the space image

Obtain a rotation matrix of the acquired image relative to 

the world coordinate system and a translation matrix in the 

world coordinate system based on the velocity, the angular 

velocity and the acceleration of the IMU of the acquisition 

device in the world coordinates system when acquiring the 

space image

The collected image is processed by nonlinear smoothing, 

and the virtual coordinates of the feature points of the 

collected image are obtained based on the collected image 

after smoothing and SIFT feature extraction matching

Based on the rotation matrix, the translation matrix and the 

virtual coordinates of the feature points, real coordinates of 

the feature points are obtained, that is, real coordinates of a

space to be detected are obtained

Fig. 1. The algorithm process

space to be detected, which is based on the camera pose transformation obtained by the
rotation matrix and the translation matrix in the second step.

3 Conclusion

In this paper, an improved extraction and the matching space positioning algorithm is
proposed, which adopts the SIFT algorithm based on image feature point extraction to
match the image. To meet the requirements of the camera to accurately locate the target
and capture the image, the FED fast explicit diffusion is used to replace the Gaussian
pyramid in the early stage of the SIFT algorithm, which is to improve the image smooth-
ing and blurring processing. Much more accurate feature point extraction is obtained
to better retain the edge and detail information. IMU is applied for pre-integration to
assist the SIFT feature point extraction and matching, which reduces the search range
of SIFT algorithm feature points. It also reduces the number of matching iterations and
improves the efficiency of feature extraction andmatching. Finally, the parameters of the
space coordinates were calculated by combining the coordinate model. The correspon-
dence between the virtual camera coordinates and the real space coordinates was also
determined. This method has a good spatial localization effect in the case of occlusion,
rotation, and other changes in the target image.
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