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Abstract. With the increasing requirements to protect intellectual property, more
and more attention is paid to the research of patent strategy. Intellectual property-
oriented patent search is different from normal literature retrieval as its with pro-
fessional field characteristics and diversified information retrieval. Therefore, this
paper first summarizes the main research status of traditional information-based
patent retrieval methods, semantic-based patent retrieval methods and knowledge
graph-based patent retrieval methods, and then introduces representative patent
retrieval applications. Finally, it suggested some ideas for further research on
intellectual properties search from patents by discussing the application of deep
learning in patent retrieval.
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1 Introduction

The World Intellectual Property Organization (WIPO) defines a patent as “a legal docu-
ment issued by a government for the owner of an invention, to protect the exclusive right
of the inventor to the invention” [1]. Patent retrieval, as a method of retrieving patent
literature, has the characteristics of complex data attributes, high technological sensitiv-
ity, and diverse text standards, and is often unable to effectively retrieve relevant patents
using common information retrieval methods [2] such as mechanical semantic matching,
keywords, and classification numbers. To address these issues, various retrieval meth-
ods have been developed to increase recall and precision, such as topic-based retrieval,
reference-based retrieval, and dictionary-based expanded retrieval.

As artificial intelligence technology has developed, deep learning has been increas-
ingly applied to patent retrieval technology and combined with natural language pro-
cessing technology, providing new ideas and methods for patent retrieval. By using deep
learning models, words can be represented in a semantic space as word vectors. From
this, the semantic retrieval and knowledge graph method has been developed. In addi-
tion, patent retrieval methods based on deep learning also help to perform infringement
analysis on patent holders and have potential for development in areas such as competitor
proposals and market positioning suggestions [3].
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2 Traditional Patent Search Methods

Traditional patent retrieval methods commonly include retrieval models, reference rela-
tionships, and query expansion. Retrieval models play an important role in various patent
retrieval methods. The Vector Space Model (VSM) evolved from the Boolean model,
which calculates the similarity between the query and the document by defining a key-
word weighting function, and normalizes the Term Frequency (TF) and Inverse Doc-
ument Frequency (IDF) to judge the importance of the keyword in the document [4].
Probabilistic models are based on probability theory to calculate the similarity between
documents and queries and rank them by the size of the probability. The representative
one is the BM25 model [5] and Language Model (LM) [6].

Query expansion is a technique used to supplement and refine the search results
during retrieval by adding query terms, which mainly including extension-based methods
and feedback-based methods [7]. Extension-based methods involve introducing similar
terms or synonyms from patent literature or external resources or extracting new terms to
expand or reformulate the query. Feedback-based methods, on the other hand, modify the
query based on the results retrieved, using pseudo-relevance feedback or citation analysis
[4]. Magdy and Jones et al. constructed a synonym set for terms using a bi-directional
translation model for vocabulary to achieve query expansion [8].

The citation relationship refers to the reference of one object to another and observes
its development context through the citation relationship [2]. By analyzing and quanti-
fying the citation relationship, factors such as the degree of attention and value of patent
literature by other patents can be obtained [9]. However, the referenced literature may be
influenced by some motives or be limited by accessibility, so the number of references
of patent literature is not equivalent to its importance [10].

3 Semantics-Based Patent Retrieval Method

In general, semantic retrieval refers to analyzing the user’s retrieval requirements from the
perspective of text understanding. The semantic retrieval method first requires semantic
segmentation processing and extraction of keyword information for each patent docu-
ment in the patent database and collects various concept information obtained from the
analysis into a knowledge base. Then, the intelligent algorithm calculates the words and
sentences of related technical solutions in the patent document and uses vector values
to represent the calculation results. The cosine angle between each vector value is the
degree of relevance of the information, and the smaller the angle, the higher the rank
of the relevance. Finally, the retrieval information is sorted according to the relevance
with the information in the patent database [11]. The principle of the semantic retrieval
method is shown in Fig. 1.

Researchers have proposed various effective patent semantic retrieval algorithms by
combining semantic retrieval methods with traditional patent retrieval algorithms [13,
14]. The semantic retrieval of patent literature usually processes the patent text and
then matches the similarity through classification algorithms, which mainly includes the
collection of patent text information, the preprocessing of patent text information, the
classification of patent text, and the calculation of patent text semantic similarity [15].
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Fig. 1. Semantic Search Principle Diagram [12]
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A knowledge graph is a formal framework for describing semantic knowledge, which
is a semantic network consisting of entities representing a certain type and their rela-
tionships [16]. In order to refine the patent from a document to a smaller structured
knowledge granularity for finer knowledge management and application, Ma Guobing
used a Bert-based knowledge extraction algorithm to extract specific entities from the
patent text, recognize the relationships between entities [17]. Li et al. built a knowl-
edge graph for the patent text in the new energy vehicle field, and proposed a method
for measuring the similarity between composite metric terms [18]. Wei Wei et al. con-
structed a knowledge graph with the applicant, inventor and other information from the
patent application as entity nodes [19]. Takes the Bert model as an example [17], and
the knowledge graph construction flow chart is shown in Fig. 2.

4 Patent Retrieval Method Based on Deep Learning

Deep learning, as an important branch of machine learning, has been widely applied in
patent retrieval today. Convolutional Neural Networks (CNNs) use word vector tech-
niques to convert keywords into word vectors and then obtain their respective features
through convolutional layers and pooling layers to form a complete feature vector. Com-
pared to CNNGs, recurrent neural networks (RNNs) mainly solve sequence problems and
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long-term dependence issues and are more advantageous in preserving the globally
optimal features [20].

Word2vec and GloVe models are commonly used word vector training models in
deep learning. Word2vec is the most widely used word training model currently, and
it can adopt two modes, one is CBOW mode, and the other is Skip-Gram mode. The
principle diagram of the word2vec model is shown in Fig. 3. The GloVe word vector
model utilizes statistical information to train the non-zero elements of the co-occurrence
matrix of words in a very large corpus, thus capturing the linear relationships between
words through word vectors.

Deep learning combined with various patent retrieval methods can effectively pro-
mote the development of patent retrieval methods. Khuda Bukhsh and others applied
machine learning to patent query expansion and proposed a query classification method
based on machine learning [21]. Liu Bin and others used deep learning-based patent
retrieval methods to calculate the similarity between patents using Convolutional Neural
Networks [22]. Hu Jie extracted entities and relationship types in patent texts through
deep learning algorithms and proposed a knowledge acquisition and reuse prototype
system for innovative design [23].

5 Conclusions

Considering the complex, technical sensitivity, and diversity of patent retrieval, this paper
surveys on the major patent retrieval methods. With the development of artificial intel-
ligence technology, various patent retrieval methods effectively handle problems such
as multi-source information fusion by constantly optimizing the retrieval model and
improving the patent retrieval task, which improves the effectiveness of patent retrieval.
Especially the combination of deep learning with semantic resources, data graph con-
struction, and query expansion further drives the development of patent retrieval methods
towards intelligence and humanization.
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