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Abstract. This paper aims to compare the stockprices trend for industries affected
by the pandemic in the post-Covid era. Specifically, the delivery and cardboard box
industry are chosen as examples to project future growth in four different Machine
LearningMethods. Furthermore, an optimized asset portfolio is constructed based
on the asset Efficient Frontier Minimum Volatility Asset in order to provide a
more precise projection of the stock prices. After the projection comparison, the
Linear RegressionModel fails to exhibit a logical trend. In contrast, the remaining
three methods, Decision Tree, Random Forest, and Gradient Boosting Models,
correspondingly, all show similar results and reasonably project the future growth.
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1 Introduction

The trends in the stockmarket sometimes get confusing. People, even scholars, often find
it difficult to figure out a regular pattern of it [1]. There are too many factors involved in
deciding a stock price, some of which are hard to be quantified, increasing the difficulty
of modeling and predicting [2]. However, people still put much effort into this because
a good prediction on stock prices can provide an instructive guidance for investors to
make decisions, which is notably meaningful [3]. Moreover, under the influence of the
Covid-19 Epidemic, people’s living habits have changed in a far-reaching way. People
reduce outdoor activities and spend more time at home [4]. Lots of on-site activities
have followed the trend and become online, which made some industries profit from
the epidemic [5]. For example, it’s obvious to see that the delivery industry benefits
a lot from Covid-19 since online shopping activities often involve the use of delivery
services [6]. In this case, other industries such as cardboard boxes manufacture will also
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profit from Covid-19 indirectly. This is because every time people deliver something,
the first step they do is to pack all the stuff up, which will mostly use cardboard boxes
[7]. Therefore, we made a conjecture that the cardboard boxes industry also benefits
from the pandemic. This paper makes a stock price prediction on companies in these
two industries with different machine learning methods.

Stock Price Predicting methods had been discovered and developed for several
decades, and the most recent methods require techniques including Machine Learning.
Previous studies [1, 3] have shown that there are different machine learning methods to
predict the next-day trends of an asset portfolio, which include logistic regression (LR),
artificial neural networks (ANN), support vector machine (SVM), random forest (RF),
and so on [2]. And the study in this paper explored these methods and came up with
the conclusion that SVM produced the best prediction performance with data collected
fromKuala Lumpur Stock Exchange (KLSE). Besides, another study done byYaohu Lin
et al. combined the Chinese traditional eight trigrams with the latest machine learning
methods to enrich and create a better model of stock prediction [8]. Bin Weng et al. pro-
posed a new “financial expert system that can be used to predict 1-day ahead stock price”
[3]. However, their works above are not completely applicable to our topic in this paper.
Specifically, data is collected from different Stock Exchanges, which contain different
companies from different regions. For example, Kuala Lumpur Stock Exchange (KLSE)
is one of the largest stock markets in Southeast Asia, while Shenzhen Stock Exchange
contains companies from mainland China [9]. Furthermore, companies from different
regions have different characteristics and are influenced by different factors [10]. There-
fore, the methods applied in other studies may not apply to our topic. Besides, most
scholars focus on predicting the trends for a whole stock exchange instead of any one
specific asset.

Unlike the previous studies shown in the above statement, it can be already deduced
from Yahoo Finance that the influence is in accordance with our expectations due to the
epidemic, and all the stock prices of FedEx, UPS, International Co., WestRock Co., and
Packaging Corporation of America have increased from 7.29 2020 to 7.28 2021. Also,
considering the cardboard box industry is a sector on which researchers rarely focus, our
research provides fresh and newly available information to the broader public. Superior
to other prediction models, the machine learning method is widely utilized, especially
in manufacturing, to increase operational efficiency and lower costs. As a result, our
research selects a machine learning prediction model to make our model most relevant
to the industry. Besides, by mixing the cardboard box industry and delivery together, we
create such multi-variety data that machine learning can handle and identify continuous
trends and patterns than other prediction models.

Statements above comeupwith this newproblemwhich iswaiting to be solved: under
the post-pandemic era, whether these companies can successfully sustain their momen-
tum even after the pandemic passed or just lost the benefits and slump. Even though
numerous scholars have done similar research on the topic of stock price predictions,
where these researches have imposed a great significance on investors by providing them
useful instructions and farsighted suggestions, the contribution of the research about this
problem is still significant, as the industries that the research will be focusing on have
never been reached before using Machine Learning methods.
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2 Methodology

In this research paper, machine learning methods including Linear Regression, Decision
Tree, Random Forest and Gradient Boosting are applied to predict the future stock price.
5 companies in total are selected where 3 of them are chosen from Cardboard Boxes
Manufacturer and 2 of them came from Delivery Industry.

2.1 Data Preparation

As mentioned above, 5 stocks are selected, including International Paper Company,
West Rock Co., Package Corporation of America, FedEx Corporation and United Parcel
Service. These companies are all famous and in leading positions in their industries [11].
According to Yahoo Finance, the percentages of increase in stock price for some of them
even exceeded 50%: UPS (55.27%), International Paper Company (59.18%), WestRock
Co (64.44%).

All of the data are sourced from Yahoo Finance website and the timeline is set
between 1st of January 2019 to 30th of June 2021 which covered the Covid-19 period
from the beginning to the time where this research was based. Also, 5 sets of 525 data
are enough for the Machine Learning process when allocating them into training sets
and testing sets.

2.2 Asset Portfolio

Monte Carlo Simulation is applied for the determination of asset portfolio, whereby this
approach all possible situations of asset portfolio for 5 stocks can be considered and
conducted in one single graph.

E(X) ≈ 1

N

∑N

n=1
Xn (1)

where E(x) is the average of the random variable x, N is the number of trials in Monte
Carlo Simulation.

The Efficient Frontier method is then used for further asset allocation. After simula-
tion, the Maximum Sharpe Ratio Portfolio or the Minimum Volatility Portfolio is used
for final asset allocation.

Maximum Sharpe Ratio Portfolio indicates that the investor is not satiable, which
means either among the same risk, portfolio with higher returns will be chosen, or among
the same amount of return, portfolio with lower risk will be obtained.

Minimum Volatility Portfolio indicates the measurement of the minimized price
movement which leads to a greater chance of slow but steady returns over time.

The result will be determined by the results of Maximum Sharpe Ratio Portfolio and
Minimum Volatility Portfolio based which will be analyzed further based on the objec-
tives. It is also worth mentioning that the stability of the portfolio should be considered
to avoid serious problems such as overweighting one stock in the portfolio.
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2.3 Pre-processing and Model Fitting

Before the data is input for final prediction under Machine Learning Methods, the data
should be pre-processed in order to separate into training set and testing set. Then 4
Machine Learning Methods are applied:

1) Linear Regression
This analysis typically produces results that are highly correlated to the variables.

Ordinarily, the forecasted values are a linear combination of various inputs. For the
prediction in this research, the output stock price is forecasted by various inputs based
on a long period of time series [12].

y = β0 +
∑n

i=1
βixi + ε (2)

where y is the forecasted linear combination input of x, beta indicates the error between
the predicted and actual value of y, sigma is the least square error.

2) Decision Tree
This analysis allows prediction to data by following the decisions in the tree from

the root down to a leaf node. A tree consists of branching conditions where the value
of a predictor is compared to a trained weight. The number of branches and the values
of weights are determined in the training process. Moreover, modification may be used
during the training process in order to simplify the model [13]. An important method
Chi-square is introduced which is a classification method of the decision tree:

y2 =
∑ (O − E)2

E
(3)

where O is the observed score, and E is the expected score
Also, it is worth mentioning the Information Gain which is used to split the data with

entropy:

Gain(T,X) = Entropy(T) − Entropy(T,X) (4)

where T is the target variable, X is the variable of split data, Entropy (T, X) is the entropy
calculated after the data is split of X.

3) Random Forest
This analysis is always considered as a development method to the Decision Tree

method, where the basic logic is the same. However, rather than having one data in each
‘leaf node’, Random Forest approach engages with selecting multiple subsets of data
randomly and ‘bagging’ them to build a tree. For Binary tree [14]:

nij = wjCj − wleft(i)Cleft(j) − wright(i)Cright(j) (5)

where nij is the importance of node j; wj is weighted number of samples reaching node
j; Cj is the impurity value of node j; Cleft(j) is child node from left split on node j; Cright(j)
is child node from right split on node j.
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Table 1. Stock prices data

Adj Closes Volume HL_PCT PCT_change Volatility Moving_Average

0 87.42 2558083.77 2.00 −0.34 0.43 87.42

1 88.67 3303321.09 3.30 1.79 0.43 88.67

2 91.79 3407109.63 3.54 2.81 0.43 89.29

3 92.43 1854002.25 1.69 −0.05 0.43 90.96

4 92.80 1797058.51 1.63 0.26 0.43 92.34

4) Gradient Boosting
This analysis is based on the Regression Tree algorithm, where unlike Decision Tree,

Regression Tree applies mean residuals at each terminal node of the tree to determine the
next node of the tree. Gradient boosting allows the average gradient component would be
computed and helps in predicting the optimal gradient for the additive model, therefore
accurate the prediction even further [14].

hm(x) =
∑Jm

j=1
bjmRjm(x) (6)

where hm(x) is the output, Jm is the number of ‘leaves’, Rjm is the region and bjm is the
value predicted in that region.

3 Results and Discussion

We construct an Efficient Frontier for our five assets in order to optimize the portfolio
with the lowest volatility in terms of future prices estimation. The Efficient Frontier
aims to allocate the appropriate amount of weights for each asset to make the optimized
portfolio.

3.1 Efficient Frontier

In order to create an optimized portfolio, we create an efficient frontier that illustrates
the Sharpe Ratio as well as the Volatility Ratio distribution given the same amount of
risk. At each vertical volatility level, the portfolio shares the same amount of risk, but
the return varies.

According to Fig. 1, the maximum Sharpe Ratio has the highest return 202.96%.
However, even though the maximum Sharpe Ratio Portfolio obtains higher returns, the
weights of “UPS” in the portfolio is as high as 86.64%, meaning that “UPS” itself almost
takes up the entire portfolio. This concept does not comply with the idea of portfolio
diversification. Plus, the main objective for us is not to determine the highest return for
a given portfolio, but to predict the future prices. As a result, instead of choosing the
maximum Sharpe Ratio portfolio, we decide to select the portfolio with the minimum
volatility. This selection makes the most logical sense in terms of its stability rather than
maximum return.
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Fig. 1. The Efficient Frontier

3.2 Minimum Volatility Weights

The weights, correspondingly, are applied to the data in order shown in Table 1.
Theweights, correspondingly, are applied to the data in order to form the table shown

above. “Adj close” stands for the closing prices of the portfolio. “HL_PCT” indicates the
percentage change of the highest and the lowest prices on a certain trading day. Volatility
is the degree of variation of the portfolio’s trading prices, and the moving average shows
the trend of the prices in a given time period. With the help of these measurements, we
are able to create a prediction model using different methods of machine learning, which
are linear regression, decision tree, random forest, and gradient boosting.

3.3 Minimum Volatility Weights

Based on the result, we drew the prediction of the portfolio asset with 4 models run.
Figure 2 shows a general prediction from the testing set of the 4 machine learn-

ing methods. The main objective of this graph is to demonstrate the suitability of each

Fig. 2. Prediction of the Testing Set.
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machine learning method. The less variant the line of the method, the more appropriate
the method it will be. As a result, the three prediction models apart from Linear Regres-
sion model tends to become a relatively stable horizontal line, therefore, the other three
machine learning methods may be more appropriate.

Figure 3 shows the testing set result from 4 machine learning methods for the future
predicted period. The three other methods apart from Linear Regression show a quite
steady constant return, which could determine that the other three methods are more
appropriate for this approach.

Figure 4 shows the training set results from the 4 machine learning methods. The
machine learning methods apart from Linear Regression show a much more accurate
trend following the actual stock price with a lag. Therefore, the other 3 machine learning
methods are more appropriate in this project.

Fig. 3. Prediction with Machine Learning Methods

Fig. 4. Prediction of the Testing Set.
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4 Conclusion

With the help of machine learning methods, 4 different results were obtained. Some of
them show an overall optimistic trend whereas some show the portfolio assets will suffer
from a drop at first but return to normal in the long run. In particular, the Decision Tree
Method, the Gradient Boosting Method, and the Random Forest Method all show the
trend of having a lag in projecting the stock price, whereas the Linear RegressionMethod
fails to project a reasonable trend in terms of its unrealistic rising stock price. The trends
based on the three qualified machine learning methods are similar. The stock price of the
delivery industry and the cardboard box industry will experience a drastic fall after the
recovery of the pandemic but will eventually bounce back to the level that is significantly
higher than the average prices before theCovid-19. The fluctuations,meanwhile, become
relatively stable after the recovery, showing no sign of a potential burst of stock prices
or a plunge. The only exception of a drastic change of prices happens at the 500 level.
Within a short amount of time, the stock prices increase about 30 percent and then drop
back to their original level. Our assumption is that that another serious incident may
occur in the close future, which will largely increase the demand for delivery and CBBs,
but this event will then quickly be resolved as the demand seems to return to normal.
Other than this distinctive change of the projection, the three optimal machine learning
methods almost present the same trend for the future stock prices, becoming strong
evidence regarding the accuracy of our prediction models.
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