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Abstract. With the rapid development of the global economy and the continuous
expansion of the investment scale in the financial market, more and more transac-
tion data and market public opinion information are generated in the stock market
under the background of big data, which makes it more difficult for investors to
distinguish effective investment information. This paper presents a stock price
prediction method based on fuzzy clustering and support vector machine. Fuzzy
clustering has the characteristics of high accuracy when processing large data.
When analyzing the financial information of listed companies, fuzzy clustering
technology and related index method can effectively reduce the error. Through
the analysis of the factors influencing stock value investment, this paper selects
five aspects from the financial statements of listed companies that can reflect their
profitability, development ability, shareholders’ profitability, solvency and man-
agement ability. This paper pays attention to the verification of the theoretical
method model, using fuzzy clustering, support vector machine and bp neural net-
work to compare the data, to ensure the effectiveness of its practical application.
In this paper, the real data of China’s stock market are used for testing. The accu-
racy and recall rate of mohujulei model are relatively stable, with the accuracy of
0.884 and 0.001 respectively. The research of this paper is helpful to improve the
quantity and quality of listed companies.

Keywords: Fuzzy Clustering Algorithm · Correlation Index Method · Support
vector machine · Stock Price · Price Prediction

1 Introduction

There is room for arbitrage in investing in the stock market. High profits also bring
high risks. As a result, investors always try to determine and estimate stock values
before taking any action, but stock values are often affected by economic and external
factors beyond their control, which makes it very difficult to identify future stock mar-
ket trends. Therefore, the traditional forecasting model is not enough to predict stock
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volatility. Looking back at the development of financial markets, from the New York
Stock Exchange in 1929, the positive and negative “chain reaction” caused by ultra-high
leverage made the stock market continue to plunge after a wild rally. On October 19,
1987, the “Black Monday” stock market crash in the United States sent the Dow Jones
Industrial Average plunging 20 percent in a matter of hours, triggering panic in financial
markets. So researchers are constantly experimenting with new models of stock returns
to see if they can predict future market returns. Fuzzy clustering and genetic algorithm
are widely used data mining tools in the financial field in recent years. It has the char-
acteristics of high efficiency and small information loss to deal with the large scale
database with various data attributes [1]. Fuzzy clustering technology and correlation
index method can effectively reduce the massive financial fundamentals information of
listed companies. Support vector machines (SVM) have gained popularity in machine
learning algorithms, often used to predict stock prices and optimize stock market pre-
dictions using the core parameters of SVM [2]. This paper will use the software for
principal component analysis, the selected stock related indicators into internal factors
or external factors, and then use the fuzzy clustering method and deep neural network
to effectively analyze the financial information of listed companies. For the analysis of
extreme risks, this paper will use the deep neural network and fuzzy clustering extreme
risk warning model of stock market to apply to the real 300 index of China to conduct
the early warning analysis of extreme risks.

2 Research Methods

2.1 Extracting Feature Indexes

Principal Component Analysis (PCA) is used to extract the characteristic indicators.
Principal component analysis (PCA) has been widely used in the fields of demogra-
phy, biology, psychology or genetics. But research into its use in finance is relatively
recent and remains rare, especially in the context of portfolio management. Principal
component analysis (PCA) is actually a statistical method, which can reduce the size of
data set without losing important information so as to achieve dimensional reduction of
data set. From the perspective of mathematics, Sharma (1996) proposed that principal
component analysis is a technology that uses new variables as linear combinations of
original variables to form new variables, To maximize variance, the two variables should
be orthogonal to each other. For the purpose of obtaining the comprehensive score of the
evaluation index, we used principal component analysis to analyze the main financial
index data of some listed companies. A simultaneous analysis of financial index data
and transaction index data was conducted in order to predict stock prices [3].

Principal component analysis was used to separate the indexes into two groups with
high collinearity based on internal and external factors. As an extension of the integrated
moving average model, the RAROC model gradually becomes stable as the phase dif-
ference of the non-stationary sequence increases, and the newly obtained stationary
sequence can be modeled with the RAROC model and the original sequence can be
obtained by applying the inverse transformation.



802 J. Wang et al.

2.2 Selection of Measurement Indicators

Various index data centers published by listed companies can be used to analyze the
company’s operation, and some data can be used tomeasure the return on investment, etc.
The financial risk assessment index system with four dimensions of solvency, operating
ability, profitability, growth ability and cash flow ability can affect the financial risk of
enterprises [4].

2.3 Stock Value Feature Selection Using the Fuzzy Clustering Algorithm

Fuzzy clustering This method can find overlapping clusters, but need to maintain and
calculate the data size of a member matrix multiplied by the number of clusters. The
traditional classification method uses statistical methods to cluster similar and homoge-
neous data, but the data in the financial stock market is diversified and there are many
classification standards. The direct selection of indicators by qualitative analysis method
is likely to lead to a large amount of information missing, which will directly affect the
accuracy of investment decisions[6]. The selection of criteria should enable the data to
be categorized into different categories. However, in practical applications, the samples
may belong to different clusters and have different degrees of membership. Fuzzy clus-
tering uses fuzzy logic to allocate data to different clusters, which provides an effective
solution for separating overlapping clusters. By calculating the reverse distance to the
center of the cluster, the correlation with the cluster is verified. The clustering center of
fuzzy clustering verification obviously depends on the geometric position of data points
in the plane or space. In the fuzzy clustering algorithm, an objective function that needs
to be

F(U ,V ,m;X ) =
k∑

i=1

n∑

j=1

(
uij

)∥∥∥xj − υ2
i

∥∥∥ (1)

where m is the fuzzy factor, k is the number of clusters, V = (v1, v2, ...., vk)T is the
vector of cluster centers containing k cluster centers, n is the number of data points,
and X = (x1, x2, ...., xn)T is the vector of data points. U = [

uij
]
k×n is the matrix of

affiliation containing the affiliation uij. Denotes the degree of affiliation of xj in the i-th

cluster. ‖.‖ denotes the Euclidean distance standard (‖Z‖ = √
ZT · Z). m is used to

normalize and fuzzify the membership relationship, and their sum should be equal to
1. Minimizing F(U ,V ,m;X ) is achieved by iterative techniques such as alternating
optimization.

2.4 Standardization of Data

As a result of existing research methods, data standardization is applied in this chapter,
and the specific algorithm involves two steps [5].

➀ Translation-standard deviation transformation:

x = s − xk
s

(k = 1,2, . . . ,n) (2)
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Fig. 1. Model building Process

Among them,

xk = 1

m

m∑

i=1

x (3)

After transformation, each variable has a mean value of 0 and a standard deviation
of 1, so the data have no dimension. The interval xk is not guaranteed, however.

➁ Translation-Polarity Transformation.

x′′ = x′ − min{xk}
max{xk} − min{xk} (4)

It is clear that all x′′ are on the interval [0, 1], and the effect of the gauge is eliminated.
A correlation coefficient is first calculated between each indicator, followed by cal-

culating the average square of the correlation coefficient between each indicator and
other indicators. To measure the correlation, choose the largest index. The indicator set
can be generated automatically if only one indicator exists in the classification. Select
either indicator if there are two in the classification.

2.5 Stock Price Prediction

Whenpredicting stock prices using empirical riskminimization principles, the traditional
machine learning method is limited by the number of learning samples and the effect of
confidence intervals. Stock prediction behavior is often characterized by poor data and
training samples due to the few known samples obtained. Also, low correlations among
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the samples. Therefore, we need to find another method to try to optimize this problem.
Figure 1 shows the calculation process of stock price prediction proposed in this paper:

As a result of determining the correspondence between the inputs and outputs of a
known training sample, a joint probability, F(x,y), can be expressed for the unpredicted
variables x and y. If there are no correlations between the inputs and outputs, then all n
samples are identically distributed and independent of each other. In order to determine
the expected risk, one must estimate the function F(x,y) using the optimal solution to
the prediction function set {f (x,w)}.

3 Results

Compared with R1 and R2, the stock selection model proposed in this paper achieves
better results in terms of average return and cumulative net worth. On the one hand, the
model exceeded R1’s average return rate in seven of the nine test cycles and R2’s average
return rate in eight of the nine test cycles. In addition, themodel achieved positive returns
in all test periods except the third quarter of 2019 and the first quarter of 2020, whichmay
have been affected by the stock market crash. In addition, the cumulative net worth of
this model was higher than R1 and R2 in all test periods. The results show that the stock
selection model proposed in this paper is an effective investment strategy. A number of
other advantages were achieved by the SVR Max and Min stock selection models in
terms of AR, Sharpe ratio, Probability.(R1), Probability.(R2), and Hit. Stock selection
models perform better than a back-propagation neural network in each evaluationmetric.
By doing so, the FCM provides market predictors that can be used to assist in selecting
stocks. Based on the comparison of each benchmark model, the FCM outperformed the
others significantly. Normality tests are required before performing a t-test.As shown in
Fig. 2.

Results show that the fuzzy clustering method predicts stock prices more accurately
and in less time than all benchmark models. There was a significant improvement in
FCM ability to predict in this study. DM test is conducted for each benchmark model
in this paper to demonstrate statistically that FCM is significantly better than other
benchmark models. FCM has strong predictive capability. Stock selection decisions can
be improved by using a predictor based on FCM structure. Five-fold cross-validation
of the SVM model generally yields reliable results. Model performance is excellent, as

Fig. 2. Decision contrast in Module A
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accuracy and recall values are very consistent. Figure 3 shows the SVMmodel’s overall
inspection and comparison.

As a result of significant market volatility in the third quarter of 2019, there was
an increased risk of market risk. SVM and FCM issued crisis warnings during this
time period. The model warned about extreme risks before the “stock market crash.”
Nonetheless, SVM and FCM are still susceptible to market risks. In crisis states, support
vector machines were accurate to 0.877, and FCMmodels were accurate to 0.831. SVM
and FCM both had an overall accuracy of 0.722 and 0.821, respectively. In accordance
with the theoretical analysis, the results support the conclusions. The support vector
machine (SVM)model predicts crisis samples positively, but producesmore false alarms
than the other models. In general, FCM is a sound model, but it does not respond well
to crises. Both SVMs and FCMs have produced favorable predictions for extreme risk
early warning, there are certain similarities and complementary features between each
model. As shown in Fig. 4.

Fig. 3. SVM model overall test comparison
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Fig. 4. Performance comparison of the extreme risk early warning model

4 Discussion

According to the experimental results, it can be found that the fuzzy clustering and deep
neural network model can play an early warning role in the extreme risk of the stock
market to a certain extent. In the case of large fluctuations in the stock market.

As can be seen from the prediction accuracy results of the model, both the deep
neural network and the fuzzy clustering model have achieved good prediction effect
in the extreme risk warning model of the financial market. Although there are some
errors in the prediction effect of the deep neural network algorithm on the extreme risk,
resulting in crisis misjudgment, the overall prediction effect is relatively good. The fuzzy
clustering model is better for extreme risk warning model. The fuzzy clustering model
has good prediction effect, but it is not sensitive to crisis signal. Although the twomodels
have their own shortcomings, they can complement each other to achieve more accurate
prediction results in actual risk prediction.

5 Conclusion

The optimization effect of fuzzy clustering in the multi-factor stock selection model is
much better than that of the support vector machine algorithm. When using the fuzzy
clustering method to screen the influence factors, the use of the influence factors of
stock selection investment can also obviously achieve better cumulative excess return.
Through comparison, it is found that the excess return rate of the stock selection model
considering only financial factors is much lower than that of the stock selection model
considering both financial factors and prediction factors. Themulti-factor stock selection
model and prediction factor have complementary functions, and the prediction factor
has a positive effect on the multi-factor stock selection model. At the same time, from
the inspection data of the portfolio data, the weight coefficient of the prediction factor
proposed in this paper is significantly higher than that of other financial factors.
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