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Abstract. Apples are considered one of the healthiest fruits worldwide. With
the increase in demand for apple, internal quality checking is a most challenging
task. In Digital Image Processing different computer vision technologies are used
to identify external defects like color, shape, and texture. MRI of apple fruit is
the most effective non-destructive and non-invasive method to identify internal
defects. In our present study, we have used our own dataset of 196 MRI images
of apples. Further, these images are divided into 80:20 for training and testing.
These images are classified by using the pre-trained deep learning model VGG16
and with this model, we got 66.21% of validation accuracy and 62.5% of testing
accuracy.
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1 Introduction

Apples are the most demanding fruits as health awareness increases around the world.
Maintaining the quality parameters in apple is the most challenging task. The external
defects like color, size, and texture can be identified using different computer vision
technologies [1]. The most challenging task is to detect the internal defect of the apple
without harming the fruit. There are different non-destructive technologies are avail-
able to detect internal defects in agricultural products like X-ray, sonography, MRI, etc.
Whereas Magnetic Resonance Imaging methodology (MRI) is the most accurate and
non-invasive and non-destructive technology used to identify internal defects in agricul-
tural products. The analysis of these resulted images and data is carried out manually
for a small number of samples. To overcome this issue there are many different robotic
methodologies has been applied like Digital image processing for a large number of
sample analysis.

In Digital image processing many machines vision-based technologies have been
developed to detect defects in agricultural products. Most of the research has been
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do developed in deep learning technology to identify defects and classify agricultural
products most accurately.

Deep learning networking models made drastic growth in digital image processing
for classification problems. Mainly Convolutional Neural Networks (CNNs) [2] are
broadly used because of their capability to successfully share parameters among different
layers inside the deep network model. Various CNN network models have been proposed.
Whereas, VGG16 is the simplest network model used for fewer datasets for classification
problems.

In our present work, we proposed a VGG16 model for the classification of good and
defective apples using MRI images of apples by which we secured 66.2% of validation
accuracy and 62.5% of testing accuracy.

2 Literature Survey

Many research has been carried to detect internal defects in agricultural products.

Boan Zion et al., (1995) [3] proposed a technique to identify bruises in apples using
the magnetic resonance images (MRI) technique, the author used different sequences
of pulse methods to investigate temporal changes in MRI images between bruised &
unaffected areas of flesh. They also reported that there is a creased trend between the
time contrast of bruised and non-bruised regions in flesh.

Ebrahimnejad Hamed et al. (2018) [4] reviewed the use of magnetic resonance imag-
ing (MRI) in the quality control of food products. The author observed that MRI allows
the structure of agricultural products to be imaged non-invasively & non-destructively.
This review provides an overview of the most prominent applications of MRI in agri-
culture. Many advance technologies are available in digital image processing to detect
defects in agricultural products. Cheng-Jin Du and Da-Wen Sun (2004) [5] reviewed
new advances in digital image processing technology for food product quality eval-
uation. Anita Raghavendra et, al., (2021) [6] developed a non-destructive technology
Near-Infrared spectroscopy (NIR). The author used the wavelength selection method
to classify defective and good-quality mango fruits. Mango datasets are collected by
using the NIR methodology with a range of wavelength 673 nm—1900 nm. The author
used Euclidean distance measure to classify fruits. Different selective technologies are
included in the study among which the experiment proved that Fisher criterion-based
methods were found to be the good technology for better wavelength selection. With
this method, they got 84% of accuracy.

Convolutional Neural Network (CNN) is considered the best network model to use
in deep learning methodology to classify images. There are different CNN models used
for better classification of images among which VGG models are considered the best
models to classify fewer datasets.

Srikanth Tammina [7] developed a VGG16 deep convolutional model for the clas-
sification of images of Dogs and Cats. A small set of training samples are used to study
the model. With fine-tuned VGG 16 CNN model they got a training accuracy of 82% and
validation accuracy of 95.40%.

Zabit Hameed et al.,[8] made a study on the classification of non-carcinoma and car-
cinoma breast cancer histopathology images. The author developed VGG16 and VGG19
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Fig. 1. Apple photography in different directions. (F: Front, BK: Back, A: Arial, BT: Bottom)

deep neural network models. Four trained models are used based on VGG16 and VGG19
pre-trained architectures. Initially, an operation called 5-fold cross-validation is used,
namely, fully-trained and fine-tuned VGG16 models. They use an ensemble strategy
with an average value of predicted values of probabilities. The author proved that fine-
tuned VGG16 and VGG19 ensemble strategies performed good classification. By using
VGG16 and VGG19 models, an overall accuracy of 95.29% was obtained.

Edmer Rezende et al.,[9] used the VGG16 deep network model for the classification
of thousands of images occurring in malicious software. ImageNet dataset is used for
pre-trained VGG16 neural network feature extraction. For experimental purposes, the
author used a dataset of 10,136 image samples comprising 20 different families. The
author showed that the model can be effectively used to classify malware families got
an accuracy of 92.97%.

Shazzadul Islam et al.,[10] used the VGG16 model for feature extraction in Bird
species. For experimental purposes collected 1600 images of 27 species of birds from
Bangladesh. VGG16 model is used for feature extraction in bird species and then different
classifiers like SVM, KNN, and Random Forest algorithms are used to classify bird
species.

3 Materials and Methods

3.1 Dataset

21 Apples were collected from the local supermarket. All apples are numerically num-
bered. Depending on morphological appearance color photographic images are taken
from different angles front, back, arial, and bottom (Fig. 1). Then apples were subjected
to MR scanning. MR images were obtained using 1.5 T Sieman’s Magnetom Spectro
MR machine with T2- weighted MR images with a repetition time (TR) of 8980 and
Spin echo time of 100.2 with slice diameter of 116.7mm and interslice gap of 8.0mm,
which leads to a total of 196 MR images. MRI images were analyzed using RadiAnt
DICOM Viewer (64-bit) software. After MR scanning apples were cut into two halves
vertically and color photographic images were taken and a manual comparison study
was carried out between colored and MRI images (Figs. 2 & 3).

3.2 VGG Model

VGG architecture was proposed by “Simonyan and Zisserman in a Visual Geometry
Group of Oxford University” [11]. VGG 16 model is having 16 layers containing tuneable
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Fig. 3. Photographic images and MR images of defective apples.

parameters. The network model of the VGG16 model is shown in Fig. 4. It contains 13
Convolutional layers used to extract only relevant features from the image. This layer
uses a mathematical formula to extract high-level features like color, edges, gradient
orientation, etc. Each convolution is followed by one Maxpooling layer used to reduce
the dimensionality of the image. The model contains three fully connected layers at the
end. The size of the image is fixed to 224 x 224 which passes through the stack of the
convolutional layer. Every convolutional filter has a small receptive field 3x3, stride 1.
Max pooling layers use 2 x 2 kernels with a stride of 2 followed by the Softmax layer
and the output layer (Sixteenth layer) containing 1000 units. The hidden layer in the
Convolution layer has Relu as an activation function.
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Fig. 4. VGG16 Convolutional network architecture. Source: https://towardsdatascience.com/
step-by-step-vgg16-implementation-in-keras-for-beginners-a833c686ae6c”

4 Results and Discussion

For experimental purposes total of 196 MR images are divided into 80% for training and
20% for testing. VGG16 model was built using the python toolbox in the google colab
platform. The model is tuned with better hyperparameters like the number of epochs,
learning rate, and dropoutrate to get better results (Table 1). The model summary is shown
in Fig. 5. The first two input layers contain 2 convolutional layers and 1 Maxpooling
layer followed by the next 3 convolutional layers and 1 Maxpooling layer and so on.
The overall model consists of 13 convolutional layers and 5 Maxpooling layers and 3
activation layers.

Total of 13 Convolutional layer + 3 Activation layer = 16 layers

The resulting history of the model is shown in Fig. 6. After building the model,
Modelcheckpoint methods are called from Keras. The Modelcheckpoint method helps
to monitor the model with specific parameters. In our model validation accuracy is
monitored using the Modelcheck point method and a prediction of apples are made after

Table 1. Hyperparameters for VGG16 model

Hyperparameters Value
Epochs 72
Batch size 10
Activation function ReLu
Learning Rate 0.5
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building the model (Fig. 7). With this VGG16 deep network, we got 66.2% of validation
accuracy and 62.5% of testing accuracy.

Layer (type) Output Shape Param #
input_l (InputLayer) [ (None, 224, 224, 3)] 0
blockl_convl (Conv2D) (None, 224, 224, 64) 1792
blockl_conv2 (Conv2D) (None, 224, 224, 64) 36928
blockl_pool (MaxPooling2D) (None, 112, 112, 64) 0
block2_convl (Conv2D) (None, 112, 112, 128) 73856
block2_conv2 (Conv2D) (None, 112, 112, 128) 147584
block2 _pool (MaxPooling2D) (None, 56, 56, 128) 0
block3_convl (Conv2D) (None, 56, 56, 256) 295168
block3_conv2 (Conv2D) (None, 56, 56, 2586) 590080
block3_conv3 (Conv2D) (None, 56, 56, 256) 590080
block3_pool (MaxPooling2D) (None, 28, 28, 256) 0
block4_convl (Conv2D) (None, 28, 28, 512) 1180160
blockd_conv2 (Conv2D) (None, 28, 28, 512) 2359808
blockd4_conv3 (Conv2D) (None, 28, 28, 512) 2359808
block4_pool (MaxPooling2D) (None, 14, 14, 512) 0
block5_convl (Conw2D) (None, 14, 14, 512) 2359808
block5_conv2 (Conv2D) (None, 14, 14, 512) 2359808
blockS5_conv3 (Conv2D) (None, 14, 14, 512) 2359808
block5_pool (MaxPooling2D) (Neone, 7, 7, 512) 0
dropout_3 (Dropout) (None, 7, 7, 512) 0
flatten (Flatten) (None, 25088) 0
dropout_4 (Dropout) (None, 25088) 0
dense_2 (Dense) (None, 1) 25089

Total params: 14,739,777
Trainable params: 25,089

Non-trainable params: 14,714,688

Fig. 5. Model summary

Training and validation accuracy

Training and validation loss

— Taining accuracy
— Validation accuracy

Taining loss
Validation loss

Fig. 6. Model history
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Fig. 7. Model Prediction of apples

5 Conclusion and Future Work

In this study, an experiment was carried out to find the internal defects in apples. A deep
learning model VGG16 is used for the classification of defective and good-quality apples.
By using the VGG16 network, we achieved 66.2% of validation accuracy and 62.5% of
test accuracy. The proposed model is limited to only one fruit and the datasets gathered are
fewer. Further, our aim is to improve the number of datasets and use different varieties
of fruits and then apply different deep learning algorithms to get more percentage of
accuracy.
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