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Abstract. In this study, we find a solution to the problem of recognizing the
source language and translating it into the selected target language. This interface
is designed to convert the voice or speech into any selected source text, convert
it into the targeted text, and save it into wave files. This interface, which in turn
solves many problems, including in the field of education and society, can be used
in day-to-day life. We have worked on building a software project that solves the
problem, as it relies on deep learning techniques in speech recognition. Building
the application depends on several main parts: speech recognition, verification of
the speaker’s language, conversion of speech to text, translation of speech into any
language, and conversion into any language. The text of the speaker or translator
into voice also allows saving speech in a pdf file and supports translating entire
files, as this application has been programmed using the Python programming
language.
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1 Introduction

People use speech to communicatewith each other,which is themost natural and efficient
way to exchange information [1]. From this conclusion, it follows that the next tech-
nological advancement will be natural language voice recognition for human-computer
interaction. Speech recognition is a branch of computer science and computational lin-
guistics that deals with methodology and technology development for computer speech
recognition. Automatic speech recognition (ASR), computer speech recognition, or
speech-to-text is sometimes known as ASR, computer speech recognition, or speech
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recognition (STT) [1]. It integrates technology into the domains of linguistics, computer
science, and computer engineering. For voice recognition systems to function correctly,
they must be “trained” (sometimes called “enrolled”). By analyzing a person’s voice, the
system’s recognition of that person’s speech is more accurate because of the fine-tuning
method used. Conversational spoken sentences are quickly translated and spoken aloud
in a second language through speech translation [1]. System phrase translation varies
from phrase translation because it does not translate phrases that are fixed and finite, but
rather anything and everything that can be used in a sentence. Speech translation tech-
nology allows people to converse with each other, regardless of their native language
[8]. Thus, it is of considerable benefit to humanity in terms of science, intercultural
dialogue, and business worldwide. People naturally assume that speaking will be the
way communication with computers is conducted. A computer capable of speaking and
understanding its native language.

Machine reformation of speech uses a sequence of words and attempts to find the
best possible match for the provided speech signal [13]. Virtual reality, multimedia
searches, and flight check-in agents are some of the applications for knowledge creation,
including informative and on-site accommodations, interpreters, and natural language
comprehension. To expand the concept further and make the best use of these technolo-
gies, we combined them into one application, which was programmed in the Python
language, which supports the user interface with the addition of new features, which
serve precisely in the field of education and scientific conferences, and we relied on
artificial intelligence techniques [14], which Google translators relied on. It works to
solve a problem in education, which in turn provides educational material to the fullest
and with high efficiency. For example, the lecturer speaks English, and the students
have different languages, such as some of the students speaking Arabic and some of the
students speaking Hindi. The student can choose his language, and the application also
saves the entire lecture in a pdf file and downloads a file in the speaker’s language and
another file in the student’s language, which helps the student write all observations and
focus on the teacher.

2 Related Work

Few surveys have been conducted on voice recognition in this region. Consider, for
instance, an evaluation of voice recognition and feedforward networks aided by dis-
criminatively trained networks. The primary purpose of the review was to identify
publications that used several processing steps prior to HMM-based word sequence
decoding. A number of computational approaches, some of which provide significant
improvements in very short vocabulary problems while simultaneously increasing the
signal-to-noise ratio (SNR) in very large vocabulary tasks, were discussed in [1]. In addi-
tion, the construction techniques outlined offered step-by-step instructions for building
structures incorporating many layers, which were built from several layers ofMLPs with
a high number of hidden layers. This research ultimately concluded that although deep
processing structures can develop in this genre, several aspects, such as layer width,
have a significant impact on it. Deep neural networks that employ several hidden lay-
ers and are trained with new approaches are now being utilized. This is an excellent
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summation of the results of four separate research groups that cooperate to conclude
that feedforward neural networks are best equipped to handle both HMM states and
HMM coefficients. In lieu of utilizing standard HMMs and GMMs for acoustic mod-
eling in speech recognition, this alternative was investigated. In a study that has been
in progress for several years, deep neural networks that contain many hidden layers
and are trained by innovative approaches have demonstrated significant performance
gains over GMMs (HMMs) on voice recognition benchmarks [2]. This study states that
deep neural networks for acoustic models of speech recognition have an extended his-
tory. The overview report concentrates on how deep learning techniques can be further
improved. These improved approaches include improved network design and activa-
tion functions, improved optimization methods, and new methods for finding neural
network parameters. From the overview, we can see that acoustic models that employ
deep neural networks (which may or may not use GMMs) are making great progress.
Other signal-processing applications, such as voice recognition, may also benefit from
using similar acoustic models [3]. To compare Microsoft’s recent progress in voice
recognition in 2009, a summary was created using deep learning. This study sought to
understand recent advancements in voice recognition by investigating the capabilities
and limits of deep learning in the field. Microsoft supplied samples from their latest
research to facilitate the incorporation of deep learning algorithms for speech-related
applications. The incorporation of applications in the field of speech-related technology
includes feature extraction, languagemodeling, acousticmodels, speech comprehension,
and dialogue estimation. Although traditional GMMs—HMM-based machine learning
models—seem better suited to speech spectrogram features, recent experimental results
have clearly demonstrated that speech spectrogram features aremore deeply learnedwith
neural network-basedmachine learningmodels such asGMMs and deep neural networks
than with HMMs [4]. This study also highlights that performance enhancements may
be obtained by fine-tuning the design of deep neural networks that are state-of-the-art in
both computational and phonological terms for automated spoken language recognition.
Over the past decade, great progress has beenmade in the field of spoken language recog-
nition owing to the current advancements in signal processing and cognitive research [7].
Several critical issues in language recognition, such as language classification,modelling
methodologies, and software development strategies, have been addressed. The findings
show that even though this part of the country has vastly grown in the last several years, it
is far from being completely developed, notably in terms of linguistic characterization.
Furthermore, this article offers an overview of the current research trends and future
objectives, as well as the research techniques and technologies used in the development
of the NIST-developed language recognition evaluation (LRE). An exhaustive survey of
contemporary noise-robust speech recognition algorithms has been conducted over the
past three decades [9]. Greater focus was placed on the established approaches, which
are expected to retain and increase their usefulness in the future. The methods under
examination were examined and their characteristics were assessed using five different
metrics: using prior knowledge about acoustic environment distortion, domain process-
ing method (e.g., model processing versus feature processing) versus process method
(e.g., uncertainty processing versus predefined processing), using environment distor-
tion models, and finally using trained acoustic models from the same adaptation process
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utilized in the testing stage[5]. This research offers information about resilient noise
approaches and differentiates among various strategies, making it useful for readers.

3 Methodology

1. Deep Learning Models

One of the deep learning models often used for image categorization is the con-
volutional neural network (CNN), sometimes known as convent or CNN. Convolution,
pooling, and fully linked layers are all key operations in a CNN. Several studies have
also included a batch normalization layer. Originally developed for image classifica-
tion, CNN may be used for sequential data by employing 1-dimensional convolutions
instead of traditional 2-dimensional convolutions. Speaker identification systems include
1-dimensional CNN. A similarity function can be trained by employing a Siamese net-
work that consists of two identical networks sharing weights. In [12], a one-shot learning
assignment for face verification was performed using a Siamese network. A Siamese
network typically employs two identical CNNs to learn the feature representation and
compares the similarities between the two inputs. Because the main goal is to determine
whether two input voices belong to the same person, this problem can be approached
as binary classification. Another frequent way to learn from sequential data is through a
long short-term memory network, also known as an LSTM network. Long-term depen-
dencies in the original recurrent neural network were a problem that [10] sought to
solve with the LSTM algorithm. The input, forget, candidate, and output gates comprise
LSTM, which controls the learning process via four gates. To make things even more
complicated, each LSTM cell has two distinct states: visible (cell state) and concealed
(hidden). From onemoment in time to the next. Both [11], where the authors used LSTM
to solve large-vocabulary speech recognition problems, and [8], which uses LSTM for
both voice enhancement and automatic speech recognition, have also looked at LSTM
in depth.

2. Speech Recognition

Speech recognition is described as the process of voice identification based on spoken
words by converting a signal acquired by audio equipment in a book on artificial intelli-
gence (AI) [13]. Speech recognition is also a mechanism for recognizing human speech
commands and converting them into data that computers can access. It is important to
understand the difference between speech and sound because speech has different signal
characteristics. Making a sound recognizable or identifiable so that it can be used neces-
sitates many efforts, including voice or speech recognition. Acoustic-phonetic voice
recognition, artificial intelligence voice recognition, and pattern recognition are three
approaches to voice recognition. Figure 1 shows a block diagram that explains the pattern
recognition approach to speech recognition Fig. 1 [14].

3. Convolutional Neural Networks

Deep learning algorithms such as convolutional neural networks (CNNs) are com-
monly used in ASR systems.Weight sharing, convolutional filters, and pooling are just a
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Fig. 1. Speech recognition block diagram

few of the appealing developments in CNNs that have been made. Consequently, CNN’s
outperformed other ASR technologies in this area. Multiple convolutional layers are
used in CNNs to achieve complex functionality. A block diagram of the CNN is shown
in Fig. 2.

4. Automatic Speech Recognition

Figure 3 depicts the architecture of an ASR system that uses ASR. This model
comprises four parts: signal processing and feature extraction, an acoustic model (AM),
a linguistic model (LM), and a hypothetical search. As an audio signal is sent to the
system, it is processed to remove noise and channel distortion and then converted to the
frequency domain, where it may be extracted as a vector feature that stands out.

Fig. 2. Block diagram of CNN.

Fig. 3. Architecture of an ASR System
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5. Python

Python is an object-oriented and highly structured programming language with
dynamic semantics. Scripting or glue language with a higher level of knowledge struc-
ture mixed with dynamic and dynamic binding makes it highly marketable for quick
creation, as well as the use of existing components. Python’s easy-to-read syntax pro-
motes readability while lowering software maintenance costs. Because many offices
provide information analysis and data classification, Python supports work on all artifi-
cial intelligence algorithms, especially in the field ofmachine learning and deep learning,
which is the core of our [15], as it provides many offices with small code and high and
accurate performance in the field of information analysis and data classification.

6. PyCharm

Python programming was made easier with PyCharm, an integrated development
environment (IDE). A JetBrains subsidiary in the Czech Republic created it [16]. In
addition to code analysis, it has a graphical debugger, an integrated unit tester, and
support for version control systems (VCSes). [15] PyCharm is available for Windows,
macOS, and Linux and is, therefore, a cross-platform.

7. Python GUI-Tkinter

Python has several graphical user interfaces (GUI) creation options. Tkinters are the
most widely used graphical user interface method. The Tk GUI toolbox in Python has
a normal Python interface. The fastest and easiest way to create GUI applications is to
use Python with a Tkinter. Creating a graphical user interface with a Tkinter is an easy
task.

8. Google Cloud Speech

To exploit Google’s speech recognition capabilities, a Google Cloud Speech API
was created. This API exhibits an excellent speech recognition performance. A neural
network was used to recognize 120 languages and dialects. It is possible to use real-time
streaming or file input. Because it is a Web API, you will need a way to connect to the
internet.

4 Design

The application is designed using the Python language, which supports an interactive
user interface that helps users use the application easily:

5 Implementation

In this case, speech recognition systems can be classified by their elegance level.
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Fig. 4. Snapshot of Main Interface

5.1 Type of Speech

5.1.1 Isolated Word

An isolatedword that understands the concept of "attain" usuallymeans that the following
two conditions must be met: quietness on both sides of the test window. This method is
suitable for single or short utterances. This is a state that has "Listen and Not Listen"
written all over it. Another name for this class may be “isolated utterance.“ [6].

5.1.2 Connected Word

Similar to isolatedwords, connectedword systems are similar towords that are not linked
together yet allow independent sentences to be uttered with a minimal pause between
them.

5.1.3 Continuous Speech

Artificial intelligence programs that provide continuous voice recognition are said to
enable users to talk nearly naturally while the machine decides on the content[1]. Some
of the most challenging to develop are continuous speech recognizers because they use
unique techniques to identify speech segments.

5.1.4 Spontaneous Speech

Thismaybedefined as natural-sounding speech that has not been rehearsed. If a computer
has an ASR system with the capacity to process spontaneous speech, it will be able to
handle a wide range of natural speech characteristics, such as running words together.

5.2 Application Work

5.2.1 Run Application

This is the main interface of the application when it starts running (Fig. 5).
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Fig. 5. Snapshot of Main Interface.

5.2.2 Select Source Language

Users can select any source language.
E.g: We will select the English language (Fig. 6).

5.2.3 Select Target Language

Users can select any target language.
E.g: We will select the Arabic language (Fig. 7).

5.2.4 Speak via Microphone

Users can press the speak button to start speaking in lectures.
E.g: We will say “hello how are you” (Fig. 8).
In Fig. 4, the user presses the speaking button to start speaking, and the application

listens to and recognizes the sound of the user to convert speech to text and translate it.

5.2.5 Download Source Speech and Target After Translate

Users can download source text as a pdf file or print it using a printer (Fig. 9).

Fig. 6. Snapshot of Select Source language.
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Fig. 7. Snapshot of Select target language

Fig. 8. Snapshot of Speak Process.

Fig. 9. Snapshot of downloading source text and sending it to printer
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Fig. 10. Snapshot of Upload file

Fig. 11. Snapshot of after Upload file

5.2.6 Upload File

Users can upload the files to translate to any language (Figs. 10 and 11).

6 A Multilingual Voice Translation Processing Architecture That
Handles Multilingual Speech

In Fig. 12, an English phrase is transformed into text and subsequenty translated into
Arabic,which is thenmultilingual speech recognitionmodule examines the input speech,
comparing it to a large amount of speech data, which are created by representing all the
phonemes found in each speech utterance in the English syllabify. Next, the string of
phonemes was transformed into a string of words written in the English writing system,
resulting in a string of words having the greatest possible probability. An English sen-
tence is created using an engine trained on large quantities of English text by examining
the probability of the occurrence of a string of three words. Each English word in the
string was replaced with an appropriate Arabic word using a conversational-language
translation module. To provide a sequence, the order of Arabic words is altered [7]. A
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Fig. 12. The Architecture of the speech translation system

translated English-to-Arabic translation model was used to replace the original English
words in the strings. An engine trained on large quantities of Arabic text generates an
Arabic string ofwordswith the correct probability of occurrence to rearrange them.Once
this has been sent to the speech synthesis module, it is sent to the end-user. Speech syn-
thesis connects English words to associated speech sounds, calculates pronunciation and
intonation, and selects sounds from a long-term speech data database. Using statistical
modeling and machine learning, the method of speech recognition and synthesis known
as “corpus-based speech recognition and synthesis” applies massive speech corpora.

7 Discussion

In this study, we focus on how the application fulfills universities’ needs for commu-
nication improvement between lecturers and students. Artificial intelligence techniques
were used to recognize speech, translate speech, convert speech into text, and then save
the lecture into text and audio files.

• The lecturers must speak clearly.
• The lecturers should use a wireless microphone that is connected to a computer.
• The application will install on the classroom computer.
• A user interface was designed to facilitate the selection of the present language and

target language.
• Creating a display screen for students that displays the process of converting speech

to text at present and translating it into the target languages.
• The speech that has been converted into text depends on the translation process; thus,

by pressing a translation button, the entire speech is translated.
• At the end of the lecture, the student will be able to save and download the lecture as

text, pdf, and audio files by pressing a button.
• In addition, the user can upload a text file to translate it into any language, whether

to text or audio files.
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8 Conclusion

In this paper, we have included many papers that helped us develop the aforementioned
application, as stated above. This application was developed using a high-level program-
ming language called Python. There is a possibility that the application might change
educational access for the disabled and for all people. The project has already shown
significant gains in the overall understanding and knowledge of how voice recognition,
speech-to-text, and translation might be used in educational settings. Project success
has a positive effect on business sector support and the consortium of universities that
participate in the project. The project’s programmer believes that it will attract a large
audience due to the emphasis on student accommodation in classrooms. Our view is that
a project’s objective is to provide everyone with equitable access to knowledge.
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