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Abstract. The term variable importance refers to the role of an attribute in mak-
ing accurate predictions. A particular model, when relies majorly on multiple
variables, increases variable importance of those variables in positive direction.
Variable importance is applied to various classification and regression models
using different methods. For example, in regression model, higher value Root
Mean Squared Error (RMSE) is the indicator of high importance to that variable,
whereas in classification model, higher number of splits associated with a variable
determines its importance in the model. In this research study, we have considered
a problem of road surface classification depending upon 17 variables associated
with vehicle parameters. This is amulticlass classification problem.Different clas-
sification and regression models are used, and variable importance of each model
is evaluated on the metrics like RMSE, Goodness of fit model. Outcome of this
research study shows all models define a common set of 5 to 7 higher importance
variable rankings to predict dependant variable.
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1 Introduction

Variable importance and its various measures are essential outcome of exploratory data
analysis.Variable importance assesses role of a variable in prediction. It helps in improve-
ment of overall performance of predictive model, classification or regression. Variable
importance analysis is performed on the dataset. This analysis gives some useful insights
about data, for example;

1. To know which variables in the dataset are important for the model – Variables those
are not important for model prediction performance can be excluded.

2. For a particular variable, to learn how does it influencemodel’s prediction –Assessing
influence of the variable is helpful for examining validity of the model for specific
domain

3. To learn if any specific combination of variables or set of observations cause incorrect
prediction or is responsible for decrease in accuracy – This may result to generation
of new factors or new models.
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4. Comparison of different models based on variable importance – Useful for perfor-
mance benchmarking of various models

Methods of variable importance measurement are divided into two groups, viz;
model-specific and model-agnostic.

1.1 Model Specific Metrics

1.1.1. Linear Models – Linear models describe y as a continuous variable function
of xi predictor variables. The most common measure for variable importance is t-
statistics test. T-statistics is defined as a ratio of the difference of the estimated value
of a parameter from its hypothesized value to its standard error. Equation 1 provides
formula for computation of t-test.

t
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(
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∧

) is standanrd error of estimation
In linear models, absolute value of t-statistics is used for each model parameter.

1.1.2. Random Forests and decision tress - For each tree, prediction accuracy for out of
bag data which is left out observation form the bootstrap training set. For regression,
Mean Square Error (MSE) is computed on this data for each tree and same is computed
by permuting a variable. The difference is normalized with standard error. Equation 2
shows computation of MSE in regression or classification trees
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where Y
∧

is predicted value, Y is true value label and n is number of observations

1.1.3. Partial Least Squares (PLS) – PLS models use weighted sum of regression coef-
ficients as metric of variable importance. Weights are multipliers used to decrease sum
of squares across various PLS variables. To find most important variables can be seen
as binary classification problem. According to researcher [1] sensitivity and specificity
are considered basic measures of accuracy for a classification task are obtained from
confusion matrix.
1.1.4. Recursive Partitioning – Reduction in mean square error is a loss function of
recursive partitioning. This function is returns certain value at each partition of tree and
then summed up. Along with loss function value, upper competing variables are also
added at each split and recorded. Total of these values are used to compute variable
importance.
1.1.5. Bagged Trees and Boosted Trees – These models implement same technique as
in recursive partitioning method. In bagged trees, total variable importance is computed
for all bootstrapped trees, whereas in boosted trees, total variable importance is returned
for each boosting iteration.
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1.1.6. Multivariate Adaptive Regression Splines (MARS) – MARS models proposed
by Friedman, use backward elimination for reduction in cross validation error estimate.
This algorithm creates piece wise linear model, sums up GCV error of estimation for
each predictor variable. Total loss function given by total reduction of GCV values is
used for assignment of variable importance.

1.2 Model – Agnostic Methods

1.2.1. Intuition [2] – The idea behind this method is to calculate change in a models’ per-
formance with effect of removal of selected variables. Resampling or permutations are
used to remove effect of removal. This is another version of the idea of variable impor-
tance measure for random forest [3]. If the important variable is removed, performance
of the model will be decreased.

Loss function computation is given by Eq. 3.

L∗j = L
(
ŷ∗j,X ∗j, y

)
(3)

Where y
∧*j Model Prediction based on X*j, y is the true label value.

In this research study, we have discussed and compared various variable importance
measurement methods to generate different metric. Methods understudy are Random-
Forest, Partial Least Square, Bagging and Multivariate Adaptive Regression Splines
(MARS).

2 Background

The latest study for Variable importance proving it as a useful tool for larger datasets and
multi-objective optimization [4], implements differential evolution algorithm on impor-
tance ranking basis. Reduction in variable dimensionality has been tried by researchers
including various feature selection and feature extraction techniques [5–9]. However,
variable importance measurement is the technique that can be applied to dataset before
any feature engineering. The advantage is to reduce the pre-processing complexity. As
the machine learning accuracy highly dependant upon this stage, for imbalance datasets,
accuracy performance becomes a challenging task. Variable importance measurement
techniques described in [10], highlights usage of imbalance dataset and shows out per-
formance of proposed method. To achieve high dimensional selection consistency in
decision tree algorithm, researchers have presented model selection algorithm named
DSTUMP that outperforms in nonlinear additive model settings [10].

There are few research studies carried out on variable importance measurement
metrics. Basically model specific variable importance is carried out for various models.
A popular model among all is a Random Forest model [11, 12]. The reason behind is
only random forests model with conditional inference trees provide unbiased variable
importance [13]. In the research study [14], researchers have worked on variable ranking
using Mean Decrease in Accuracy (MDA) and Mean Decrease in Gini (MDG) using
random forest. They have concluded that both the measures are different even if same
model is used. They have suggested to use randomforest model only once in order to



524 A. Jawale and G. Magar

select variable importance based on ranking. Another popular model for classification
is Partial Least Square Regression (PLS). To select relevant important predictors, PLS
regression coefficients are investigated using Receiver Operating Characteristic (ROC)
analysis. The comparison of various variable selection methods for PLS have shown that
variable importance methods have outperformed other methods [1].

Variable contribution can be computed at part stages of a model also. For exam-
ple, research study [15] suggests variable contribution computation at each stage of a
multistage process using random forest regression and a newmeasure of conditional per-
mutation metric. This combination is further used to quantify local contribution of each
variable, which is then integrated to calculate global quantification. Even in muti objec-
tive optimization problem, variable importance play role in enhancing accuracy of the
model [16]. However, it is also observed that if number of ranks in overall observations
is small then importance of variable is not predicted accurately. There are many exper-
iments in defining variable importance mechanism. Variable importance are computed
on the basis of similarity between margin distributions prior to random permutation
and after that [17]. Researchers have noticed more stability in computation of vari-
able importance with this methodology. Based on variable importance calculation, some
new feature selection approaches are also presented. Importance combined with prior
knowledge parameters to select features, when applied to soft measuring model, these
features have shown increase in performance, as stated in [18]. Similarly permutation
based framework, a dissimilarities based algorithm is proposed by [10] researchers that
computes variable importance using distribution of misclassification errors. In the area
of image classification, researchers have proposed method of quantifying of variable
importance, employing concept of game theory and metric of Shapely value which is
applicable to any type of model [19]. Researchers in research study [14] has presented
systematic approach that computes variable importance using optimal number of runs.
Shapelymethod refers to the concept of treating every variable as a player in collaborative
game, where the objective of maximum accuracy is followed.

As observed in above theoretical survey, we can conclude that variable importance is
not a stable input and is very much model specific. There is a scope of further research in
model specific behaviour of variables importance measure. This research study focuses
on computation of variable importance for different models like regression trees, random
forest, bagged trees and multivariate adaptive regression splines – MARS models on the
basis of relative metric of accuracy of these metrics. Next sections describe different
algorithmic models and experimental setup of this research study.

3 Methodology

This research study focuses on five different methods of classification/regression and
tries to analyse different variable importance ranking for all theses methods. Methods
under consideration are explained as below-

i. Recursive partitioning and regression tree model- this model performs successive
binary partitions on the basis of various predictor variables. Once the partition is made,
prediction on the basis of average of depended variable y in each partition can be made.
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This technique is applicable to both classification and regression [20]. For classification,
predicted value is based on the formula

max(Pr(Y = s|XAk)) (4)

Here, A is a class of road surface conditions (Y= roadSurface), having 3 different values
(1 = SmoothCondition, 2 = FullOfHolesCondition, 3 = UnevenCondition)

Pr is probability value, s is a split or partition of a tree.

ii. Random forest model – The idea behind this model is to grow many classification
trees on the basis of probabilistic scheme. Classify the new observation from predictor
variable by putting it down each of the tree. The tree votes for that observation thus
giving its classification [21].
iii. Bagging – The name bagging stands for bootstrap aggregating. Bagging generated
multiple versions of predictors and aggregate them in later phase. Thesemultiple versions
are formed by replicating bootstrap of learning sets and using them as new learning sets
[22]

We can formulate bagging as numerical equation, when used for classifica-
tion. Consider Eq. 5 given below for a predictor ϕ(x,L) predicts the class label j
ε(1, 2, . . . . . . ..J ).

Q(j|x) = P(∅(x,L) = j) (5)

where P is the probability, ∅ is the function to predict class label and Q is one of the
many replicates of learning set.

iv. Partial Least Squares regressionmodel (PLS) – This model is popular in the situations
wherever we have multiple, possibly correlated predictor variables [23]. As shown in
the Table 1, we have a dataset of 17 variables, possibly correlated with each other for
prediction of road surface condition class. PLS model could be the ideal model to solve
this type of problem.
v. Multivariate Adaptive Regression Splines (MARS) model – This approach adopts
non linearity of polynomial regression by evaluating cut points that are similar to step
functions. Mathematical function of MARS model is shown in below equation

f̂ (x) =
k∑

i=1

CiBi(x) (6)

All of the above models have their own set of variable importance ranking. In this
research study we have computed variable importance for all the models and compared
them. The methodology used in this research study is described in Fig. 1.

i. Data Cleaning and Preparation
The dataset [24] is collected using various sensors using vehicle running in different
road conditions. There are missing values due to hardware failure and/or bad road or
other conditions. The very first step includes removal of missing values.

ii. Dataset Exploration
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Fig. 1. Flow of Methodology

The dataset used in this research study has dataset with 17 variables. We have
computed Entropy and Information gain from the dataset. This step explores intricate
nature of dataset. The concept of entropy introduced by Shannon in 1948 is used
to quantify the information contained inside the variable. For the datasets used for
classification task, entropy is used to determine how balanced the dataset is. In this
research study, we have obtained the entropy value 1.547135. The dataset has 3
classes defining road surface condition. Decision Tree algorithms use entropy to
calculate information gain at each split to decide variable importance. Table 1 shows
information gain for every variable.

iii. Splitting dataset
With 80:20 training – testing proportion, dataset is split formachine learning. Dataset
is shuffled to maintain adequate weightage to every class.

iv. Training Dataset with Models
The dataset is trained with five different methods as described earlier in this section.

v. Variable Importance computation
Variable importance calculation for Recursive partitioning is computed using reduc-
tion in loss function, like mean squared error. The reduction value is calculated for
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Table 1. Information Gain Computation

Variable Information Gain

IntakeAirTemperature 0.843938644

EngineCoolantTemperature 0.694697585

ManifoldAbsolutePressure 0.369650062

MassAirFlow 0.30801103

VehicleSpeedAverage 0.265671043

EngineRPM 0.194717111

VehicleSpeedInstantaneous 0.165999861

FuelConsumptionAverage 0.149185424

EngineLoad 0.110725003

AltitudeVariation 0.038622989

LongitudinalAcceleration 0.031212503

VehicleSpeedVariation 0.017425414

VerticalAcceleration 0.015265343

VehicleSpeedVariance 0.009659753

each variable and each split and then tabulated to add up. For Random Forest, Gini
Importance (mean decrease in impurity) is used to calculate variable importance.
Higher value of node probability (calculated as Number of samples to reach that
node / Total number of samples) indicates high importance of the feature. In bagged
tree models, the variable that appears frequently in splitting function and decrease
in squared error is considered for importance. In Partial Least Squares, the variable
importance is calculated based on weighted sum of absolute regression coefficients.
Weight is computed as reduction of sum of squares across all Partial Least Squares
Variables. In MARS models, reduction in generalized cross validation estimate of
error is considered to calculate variable importance. The total reduction is used as
variable importance.

vi. Finding number of dimensions with lowest cross validation error
Minimum of Root mean squared error of prediction (RMSEP) is used to find out
best dimensions. From different estimators, minimum value is taken t consider best
predictor variable.

vii. Comparison of Accuracy of various models
Accuracy on test dataset is computed for all models with set of best dimensions

viii. Result Comparison and analysis
Variable Importance obtained from all models understudy are presented in Sect. 5.

Experimental setup and dataset description is covered in the below section.
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Table 2. (a): Summary of Dataset

Altitude Variation Vehicle Speed Instantaneous Vehicle Speed Average

Min.:-9.900e + 09 Min.:0.000e + 00 Min.:0.000e + 00

1st Qu.:-1.100e + 09 1st Qu.:4.050e + 02 1st Qu.:1.250e + 09

Median:-2.000e + 00 Median:1.890e + 09 Median:2.788e + 09

Mean:-1.405e + 08 Mean:2.617e + 09 Mean:3.452e + 09

3rd Qu.: 6.000e + 08 3rd Qu.:4.140e + 09 3rd Qu.:4.656e + 09

Max.: 9.600e + 09 Max.:9.900e + 09 Max.:9.999e + 09

NA’s:63 NA’s:9 NA’s:415

VehicleSpeedVariance: VehicleSpeedVariation LongitudinalAcceleration

Min.:0.000e + 00 Min.:-9.900e + 09 Min.:-14576

1st Qu.:1.455e + 09 1st Qu.:-9.000e + 08 1st Qu.: 2972

Median:2.510e + 09 Median: 0.000e + 00 Median: 10187

Mean:3.424e + 09 Mean: 3.613e + 07 Mean: 9971

3rd Qu.:5.005e + 09 3rd Qu.: 9.000e + 08 3rd Qu.: 15703

Max.:9.999e + 09 Max.: 9.900e + 09 Max.: 39798

NA’s:415 NA’s:78

EngineLoad EngineCoolantTemperature ManifoldAbsolutePressure

Min.:0.000e + 00 Min.: 8.00 Min.: 88.0

1st Qu.:1.098e + 09 1st Qu.:51.00 1st Qu.:103.0

Median:3.412e + 09 Median:79.00 Median:106.0

Mean:4.134e + 09 Mean:65.89 Mean:114.6

3rd Qu.:7.294e + 09 3rd Qu.:79.00 3rd Qu.:124.0

Max.:9.961e + 09 Max.:86.00 Max.:170.0

NA’s:5 NA’s:5 NA’s:5

EngineRPM MassAirFlow IntakeAirTemperature

Min.: 0 Min.:3.490e + 08 Min.: 7.00

1st Qu.: 1476 1st Qu.:1.699e + 09 1st Qu.:21.00

Median: 7295 Median:2.438e + 09 Median:35.00

Mean: 8392 Mean:2.970e + 09 Mean:32.82

3rd Qu.:14965 3rd Qu.:4.020e + 09 3rd Qu.:41.00

Max.:28025 Max.:9.990e + 09 Max.:65.00

NA’s:5 NA’s:5 NA’s:5

FuelConsumptionAverage roadSurface traffic

(continued)
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Table 2. (continued)

Altitude Variation Vehicle Speed Instantaneous Vehicle Speed Average

Min.:1.230e + 06 Min.:1.000 Length:8614

1st Qu.:1.212e + 09 1st Qu.:1.000 Class:character

Median:1.454e + 09 Median:2.000 Mode:character

Mean:2.997e + 09 Mean:1.925

3rd Qu.:2.035e + 09 3rd Qu.:3.000

Max.:9.999e + 09 Max.:3.000

NA’s:96

VerticalAcceleration drivingStyle

Min.:-27631.0 Length:8614

1st Qu.: -9796.5 Class:character

Median: -5357.0 Mode:character

Mean: -5721.8

3rd Qu.: -761.2

Max.: 9999.0

4 Experimental Setup

In this research study we have taken a dataset of accelerometer sensor from Kaggle [25]
for study of safety driving and road condition analysis. There are 17 variables and 8614
objects in the dataset. Table 2 (a) shows summary of the dataset.

We have used VIP package from R Library for variable importance analysis and
graphical representation. These computations are model specific. However, all compu-
tations can not be compared on the basis of same parameter like accuracy. For example
RMSE based importance calculations can not be directly compared with tree models’
accuracy score or t-statistics values of linear model [26]. Findings and interpretation of
these findings are described in below section.

5 Results and Interpretation

Experimental results for computation of Variable importance are sorted from largest to
smallest order and are presented in below Tables. All the models have shown variable
sets of important variables, keeping few common. Graphical representation of the same
is also shown in Fig. 2.

Fig. 2. (a) – Top 6 feature variables for.Recursive Partitioning and Regression
Tree – IntakeAirTemperature, ManifoldAbsolutePressure, EngineCoolantTemperature,
VehicleSpeedAverage, EngineRPM, FuelConsumptionAverage
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Table 3. (b): Variable importance rankings obtained for different models

a.) Recursive Partitioning and Regression Tree

Variable Importance value

IntakeAirTemperature 4847.469

ManifoldAbsolutePressure 3293.519

EngineCoolantTemperature 3063.557

VehicleSpeedAverage 1744.039

EngineRPM 1534.012

FuelConsumptionAverage 1012.668

MassAirFlow 537.7126

VehicleSpeedInstantaneous 314.968

VerticalAcceleration 290.1684

AltitudeVariation 102.9991

VehicleSpeedVariance 84.99847

LongitudinalAcceleration 44.21902

VehicleSpeedVariation 0

EngineLoad 0

b) Random Forest Model

Variable Importance value

FuelConsumptionAverage 47.71845

EngineCoolantTemperature 42.13896

IntakeAirTemperature 38.52865

ManifoldAbsolutePressure 36.4526

VehicleSpeedAverage 35.49989

VehicleSpeedVariance 28.15275

VerticalAcceleration 28.09975

LongitudinalAcceleration 25.96866

VehicleSpeedInstantaneous 24.78347

AltitudeVariation 21.00622

MassAirFlow 19.18455

EngineRPM 17.17326

VehicleSpeedVariation 14.79859

EngineLoad 13.42231

c) Partial Least Square Regression Model

(continued)
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Table 3. (continued)

a.) Recursive Partitioning and Regression Tree

Variable Importance value

Variable Importance Value

ManifoldAbsolutePressure 0.0185

EngineCoolantTemperature 0.0133

IntakeAirTemperature 0.00161

EngineRPM 0.00001

LongitudinalAcceleration 0.00001

VerticalAcceleration 0.00001

EngineLoad 0

VehicleSpeedAverage 0

FuelConsumptionAverage 0

AltitudeVariation 0

VehicleSpeedInstantaneous 0

VehicleSpeedVariation 0

MassAirFlow 0

VehicleSpeedVariance 0

d) Bagging Model

Variable Importance Value

FuelConsumptionAverage 2.361472

IntakeAirTemperature 2.232337

VehicleSpeedAverage 1.571968

ManifoldAbsolutePressure 1.332739

VerticalAcceleration 1.190778

EngineCoolantTemperature 1.178852

MassAirFlow 0.846832

VehicleSpeedVariation 0.534877

VehicleSpeedInstantaneous 0.511967

LongitudinalAcceleration 0.477734

AltitudeVariation 0.3921

EngineRPM 0.391357

VehicleSpeedVariance 0.195058

(continued)
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Table 3. (continued)

a.) Recursive Partitioning and Regression Tree

Variable Importance value

EngineLoad 0.04444

e) Multivariate Adaptive Regression Splines (MARS) Model

Variable Importance Value

ManifoldAbsolutePressure 18

EngineCoolantTemperature 18

IntakeAirTemperature 18

FuelConsumptionAverage 16

VehicleSpeedAverage 15

VerticalAcceleration 12

MassAirFlow 7

AltitudeVariation 5

VehicleSpeedInstantaneous 3

VehicleSpeedVariance 0

Table 4. Performance Parameter

Decision Tree Random Forest Partial Least
Square
Regression

Bagging Multivariate
Adaptive
Recursive
Spline

Accuracy (All) 93.20% 97.30% 75.80% 22.20% 25.20%

Accuracy (Top
6)

93.83% 98.29% 81.17% 19.28% 24.83%

Fig. 2. (b) – Top 6 feature variables for Random Forest – FuelConsumptionAver-
age, EngineCoolantTemperature, IntakeAirTemperature, ManifoldAbsolutePressure,
VehicleSpeedAverage, VehicleSpeedVariance
Fig. 2. (c) – Top 6 feature variables for Partial Least Square Regression Model –
ManifoldAbsolutePressure, EngineCoolantTemperature, IntakeAirTemperature, Engin-
eRPM, LongitudinalAcceleration
Fig. 2. (d) – Top 6 feature variables for Bagging Tree Model – FuelConsump-
tionAverage, IntakeAirTemperature, VehicleSpeedAverage,ManifoldAbsolutePressure,
VerticalAcceleration, EngineCoolantTemperature
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Figure 2 (e) – Top 6 feature variables for Multivariate Adaptive Regression
Splines (MARS) Model – ManifoldAbsolutePressure, EngineCoolantTemperature,
IntakeAirTemperature, FuelConsumptionAverage, VehicleSpeedAverage, VerticalAc-
celeration.

FromTable 1,we can observe there are somevariableswith low information gain, like
EngineLoad, VehicleSpeedVarience etc. We can drop such variables from our machine
learning models to save computational resources. Similarly, from Table 2 (b), we can
observe that certain variables with very low importance can be omitted from themachine

Fig. 2. Variable Importance graphs for different model
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Fig. 2. (continued)

learning model. We also observe that, even though variable analysis ranking is model
specific, all models have ranked FuelConsumptionAverage, EngineCoolantTempera-
ture, IntakeAirTemperature, ManifoldAbsolutePressure and VehicleSpeedAverage as of
higher importance. On the basis of these results, we can reform our predictive model
formula as Y ~ 6 most important variables, rather than using Y ~ 17 variables. Table 4
shows performance of various models on the basis of above ranked variables.

It is observed that instead of all 17 variables formula inDecisionTree, Random forest,
PLS, 6most important variables formulaworks better with increased accuracy. However,
it is also noticed that the performance of Bagging and Multivariate Adaptive Recursive
Spline models are very poor. Bagging has a drawback of sensitivity to variance. A
very little addition in number of observations highly impact prediction accuracy. MARS
model, when unable to fit the spline function, results in poor accuracy of predictive
model.
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6 Conclusion

In this research studywe have studied a problem of variable importance ranking based on
different models. We have studied five different models; decision trees, random forests,
PLS, bagging andMARS. Variable importance computation specific to these models can
extract a set of 5 to 6 common variables like FuelConsumptionAverage, EngineCoolant-
Temperature, IntakeAirTemperature, ManifoldAbsolutePressure and VehicleSpeedAv-
erage and rank them as the highest importance. Accuracy comparison on the basis of
these important variables gives us good results for Decision Tree (93.83%), Random
Forest (98.29% and PLS models (81.17%) indicates instead of all 17 variables, we can
use these ranked variables for computational cost reduction. In future we would like to
work on model-independent variable importance ranking methods and quantification of
the same.
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