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Abstract. An example of natural language processing is opinion mining. A sys-
tem is created to gather and process opinions about a product expressed in blog
posts, comments, reviews, or tweets in order to assess public sentiment. Data pre-
processing is used in this study to clean tweets and remove any punctuation, special
symbols, hashtags, and URLs. Topic modelling and LDA are used to extract the
themes from the corpus of gathered topics. The Principal Components Analysis
(PCA) techniques are described in this article as dimensional reduction strate-
gies with the goal of identifying the fewest possible Principal Components (PCs)
that can help achieve the best classification performance. K-means clustering is a
technique used to group together comparable words in tweets, along with cluster
analysis. Utilizing the glove model, words are represented as vectors. The tweets
can be grouped using k-means. Text input is sequentially read using the BERT
paradigm. LSTM (long short-term memory) is used to anticipate sequences. In
order to maintain the semantic association between words in a low-dimensional
embedding space, Word2vec is a potent and effective word embedding technique.
It is capable of handling tiny text corpora with a few million unique words (also
called as vocabulary). “T- SNE” that places each datapoint on a two- or three-
dimensional map to view high-dimensional data. In order to more effectively val-
idate models and outcomes, other performance metrics like accuracy, F1-score,
and a confusion matrix were also used.

Keywords: Opinion Mining · Glove Model · BERT Model · LSTM Model ·
Principal Component Analysis · K-means

1 Introduction

Topicmodelling is a probabilistic statistical approach that reveals the hidden theme orga-
nization in document collections and makes analyzing massive amounts of unlabeled
text simple. By examining distinct patterns present in documents, the fundamental pur-
pose of modelling is to identify patterns of words in text and discover hidden structural
terms that run across the corpus [2]. Probabilistic clustering is another term for topic
modelling. It’s more reliable, and the results are usually more accurate. Grouping that is
particularly difficult (e.g. k-mean clustering). Topic modelling differs from traditional
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clustering algorithms in that it assumes a distance measure between topics and allo-
cates one topic to each text. Allocates a document to a group of subjects with varying
degrees of importance Without making any. Assumptions about the distance, weights or
probabilities are used of Compared to other subjects.

There are many topic models available, but the latent Dirichlet allocation (LDA)
model proposed by David Blei, Andrew Ng and it is the most extensively utilized topic
models [1]. Opinion mining is a type of natural language processing that is used to
track how people feel about a product. Opinion mining, sometimes referred as sentiment
analysis, is the process of developing a system for gathering and analyzing client opinion
expressed in blog posts, comments, reviews, or tweets [3] Typically sentiment polarity
is classified into three groups. Good, bad, and neutrality. Our text analysis based on
the meaning of words in a given context [4]. The model in this work is built on time
consuming studies using LSTM and Global Vector’s 300-dimensional word embedding
features (Glove) [7]. Using the distributional features learned from a large sample of
language corpora and creating low dimensional vectors, word embedding allows for
identical representation for words with similar meaning. Word2vec and Glove are the
most well-known approaches for creating word embeddings in our setting [5]. The
first step in the analysis of a tweet is to preprocess the data by removing stop words,
special symbols, punctuation, hashtags, and URL, among other things. Next, we create
word embeddings and vector forms of textual data from the dataset. Many Natural
Language Processing (NLP) tasks benefit from these vector representations of words. So
far,Word2Vec andGlove are the twomostwell-known representationmodels in this area.
Glove is an unlabeled data tool for obtaining word vector representations. The resulting
representations highlight intriguing linear substructures of the word vector space, which
are trained using aggregated global word to word co-occurrence information from a
corpus. Glove word embedding is a global log to bilinear regression model that uses
co-occurrence and matrix factorization to produce vectors. The classification of texts
using LSTM in this analysis because the structure of LSTM is a sequence in which an
integrated whole or cannot be cut, similar to the structure of text documents, which if
cut would change the meaning of the phrase.

2 Literature Survey

On the basis of their characteristics, Shrivatava, A., Mayor, S. & Pant, performed a poll
of user opinions regarding tweets from Twitter and classified those tweets as positive,
negative, or neutral [3]. The glove model, which depicts word representations in glove
vector space, was discussed as a current technique for learning matrix factorization
representations ofwords by. Pennington, J., Socher, R.,&Manning, C.D.By focusing on
the nonzero elements of a verb cooccurrence matrix rather than learning the entire sparse
matrix or specific context windows in a huge dataset, the result is seen in global matrix
factorization and statistical information [6]. Document clustering is a technique used to
group similar documents, and processing and dimensionality reduction techniques (pca
and)which aid in document clustering with the use of k-means algorithmwere examined
in the method provided in [8] Kumar, A. A, & Chandrasekhar, S. The model BERT was
developed in by Geetha, M. P., and Renuka, D. K. It is distinctive and different from
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previous machine learningmodels in that it is deeply bidirectional, both from left to right
and right to left text representation, and pre-trained on a sizable unlabeled text corpus.

3 System Design

Figure 1 depicts the layout of our experiment. To begin, collect tweets from the dataset
and pre-process the information so that it may be analysed. Then, using LDA,we execute
topic modelling on it, employing glove, PCA, and BERT models, and comparing their
accuracy in a graphical approach.

3.1 Dataset

The “omicron tweets” dataset from Kaggle is utilized in this work. The user id, name,
user location, user description, user created, tweet, user followers, user friends, user
likes, user verified, date, text, hashtags, source, retweets, favorites, and is retweet are the
16 fields that make up each row in the dataset. Omicrons tweet data from 10/2/2022 to
3/3/2022 is the time range of the dataset. The dataset contains 15000 tweets, of which
80% and 20% are used for training and testing, respectively. in order to display the results
using graphs and a confusion matrix.

3.2 Data Pre-processing

The reduction of stop - word and punctuations is an important step in the pre-processing
of data mining activities involving natural language processing. We utilize the pre-
processing module to clean the data after extracting tweets from the dataset. The goal of
this module is to remove hashtags, user names, URLs, RT symbols, punctuations, and
non-English characters. It also includes data normalization, noise reduction. The tweets
returned from Twitter must be pre-processed before we can utilize them to train our

Fig. 1. System design for tweet Analysis
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subject modelling algorithms A sample of tweets from each dataset at random URLs,
emojis, and other special characters and sequences, such as “RT,” are included in the
tweets. When you see RT in a tweet, it means it was retweeted by another person [2].

3.2.1 Removing Stop Words

Stop words are words that recur frequently in writings but are irrelevant to the issue at
hand. Stop words in the English language include “is,” “and,” “at,” “the,” and “it” which
do not contribute much to text classification. To remove stop words from our tweets, we
are using the NLTK python module’s stop word component.

3.2.2 Removing Special Characters and Punctuation

The tweets contain punctuation, standard emoticons, and consumer emoticon built from
sequences of special characters. The punctuation field in Python’s string class is used to
remove punctuation marks. Regular expressions are used to eliminate both user-created
and standard emojis.

3.2.3 Tokenization

Tokenization is the process of breaking a text down into words, phrases, or other sig-
nificant parts, or tokens. Thus, text segmentation includes tokenization. Tweets in the
dataset have all been tokenized.

3.2.4 Stemming and Lemmatization

To find the derived words’ root forms is the aim of stemming. For instance, “retrieval,”
“retrieved,” and “retrieves” are all stemmed to get “retrieve. “By simply erasing word
endings, many stemming systems achieve this outcome in a somewhat rudimentary
manner. Stemming can cause a loss of meaning because it ignores the context of the
words in a sentence. Using the parts of speech, lemmatization determines whether a
word is a noun, verb, pronoun, adverb, or adjective and then converts it accordingly. For
instance, the word “better” lemmatizes to corpus to corpora.

3.3 Building LDA Topic Modeling

The Twitter LDA is presented in, and it assumes that each has only one topic. It simulates
the tweet generation process by assuming that when a user composes a tweet, he or she
first selects a topic from the topic distribution. Then, based on the selected theme or
background model, we select a bag of words one at a time. When it came to assigning
subjects to a group of tweets, this technique exceeded traditional LDA in terms of quality.
WithOmicronTweets processed and clean tweet data, then started topicmodelling. Topic
modelling is used to locate hidden subjects in enormous volumes of text.

Figure 2 depicts how we construct a model with a number of topics, each of which is
made up of a number of keywords, each of which contributes a certain amount of weight
to the topic. And we look at the words that appear in that topic, as well as their relative
importance.
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Fig. 2. Words occurring in that topic and its Relative weight.

3.4 Word Embedding

A method for representing individual words in text as a matrix of numerical values or
vectors is called word embedding. For words with comparable meanings, it generates
similar vector representations. Theword vectorization technique, also known as theword
embedding approach, turns each word into a separate vector for use as a neural network
input. Although the process of mapping is typically carried out in low- dimensional
space, it occasionally depends on the size of the vocabulary. The two main categories of
word embedding are probabilistic prediction and count- basedmethods.Words compiled
from a corpus are used in the prediction strategy to train the model. One of the best
probabilistic prediction algorithms is Word2Vec [14].

3.4.1 Glove Model

The word context matrix factorization algorithms used in Glove are based on word
context matrix factorization algorithms. It begins by constructing a large matrix of co-
occurrence data, in which each “word” (row) in a vast corpus is tallied how many times
it appears in some “context” (column). The resulting representations highlight relevant
linear substructures of the word vectorspace, and training is based on aggregated global
word to word co- occurrence statistics from a corpus. The number of “contexts” is
enormous because it is essentially combinatorial in scale. Glove embedding, on the
other hand, employs a somewhat different working approach than word2vec and is
trained using an aggregated co- occurrence matrix of words. The frequency of words
occurring together is shown in a corpus [11].

Output of glove model it reads only numeric form of word and show this word id is
omicron related or not. And in that Fig. 3. 0 represent means positive tweet of omicron
and 1 means negative tweets of omicron.
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Fig. 3. Output of glove model

3.5 Dimensionality Reduction and Clustering Technique

3.5.1 PCA (Principal Component Analysis)

A high dimensional dataset frequently contains redundant features because the majority
of its features are associated. Dimensionality reduction is the process of locating and
removing certain features [9].

The number of variables that are measured for each observation is the data’s dimen-
sion. The fact that many times not all the measured variables are crucial for compre-
hending the underlying phenomena of interest is one of the issues with high-dimensional
datasets. High dimensionality reduction addresses the issue of inefficient processing and
makes it more challenging to find and take advantage of connections between words.
Upon receiving the relationship between the keyword relationships, clustering is done
quickly and efficiently. The procedure There will be less time. Principal components
analysis (PCA) is a dimensionality- reduction approach that is frequently employed to
extract a lower-dimensional space from a dataset’s existing features, thereby producing
new brand components.

3.5.2 K-Means Clustering

A user-specified number of clusters are discovered using the cluster analysis method
K-means, which is represented by the centroids of each cluster. One of the frequently
employed unsupervised learning techniques for examining the context of text data in
natural language form is clustering. It is a mathematical strategy that gathering and
grouping documents that are comparable into clusters [10]. The dataset contains four
different types of “omicron” tweets,whichwere separated into four clusters for this study.
K-means is helps to grouping the tweets in positive and negative form. The classifications
are based on the following: group 1 contains long tweets, group 2 contains tweets with
emoji, group 3 contains tweets that have been retweeted, and group 4 contains short
tweets.
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Fig. 4. Groups of tweets

The dataset contains four different types of “omicron” tweets, which were separated
into four clusters for this study.

Groups 0, 1, 2, and 3 are divided into 4 groups, and Fig. 1 displays the number of
tweets in each group. It contains three groups, with group 0 including 6731 tweets, group
1 containing 2989 tweets, group 2 containing 3789 tweets, and group 3 containing 1491
tweets. And Fig. 4, shows the group 0 contains a greater number of tweets are in there.

3.5.3 Visualization of Tweet with T-SNE

“T-SNE” that places each datapoint on a two- or three- dimensional map to view high-
dimensional data. By minimizing the prehensility for points to cluster together in the
map’s center, the method of a version of stochastic neighbor embedding is generates
noticeably superior visualizations. The embedding method known as t-SN is frequently
used to display high-dimensional data in scatter plots [13].

Figure 5 shows in this scatter plot, the four colors red, orange, blue, and yellow stand
in for the groups of tweets that they represent. Red stands for group 0, orange for group
1, blue for group 2, and yellow for group 3. Using a scatter plot, it is simple to see which
group has the most tweets and which types of tweets they belong to.

Fig. 5. Visualization of tweet using T-SNE
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Fig. 6. Output of BERT model

3.6 Transformer Model BERT and LSTM

3.6.1 BERT

A machine learning framework called Bidirectional Encoder Representations from
Transformers (BERT) is intended for processing natural language. BERT is a deep learn-
ing model that is intended to pre-train deep learning systems [12]. Every output element
is related to every input element. Bidirectional representations by simultaneously using
unlabeled text in all layers, there is conditioning on the left and right context. SinceBERT
features an attention mechanism, also known as Transformer. Which enables analyzing
the context of each word in a text separately and determining whether a word has already
been used in a text with a similar context, it is characterized as a dynamic technique. As
a result, the approach can discover contextual connections among words (or subworlds)
in a text. BERT generates a dense vector representation of each word by “looking left
and right numerous times.“ Because BERT learns two representations of each word, one
on the right and one on the left, then repeats this learning n times, it is categorized as
a fundamentally two- way model. BERT model is also helps to classifying the text if
the text is related to omicron or not. The tweets contain word omicron and word related
to omicron are in label 1 and this tweet are present in category A and the tweet not
containing word related to omicron are in label 0 in label B.it means 0 represent the
positive tweets of omicron.

Figure 6 depictsWhich contain only positive tweets related to omicron and it contain
label 0.

Figure 7 shows 7% of tweets of omicron are positive. And it gains loss is 29%.

3.6.2 LSTM

To identify long-distance dependencies in the sequential data, LSTM is developed.Using
specific memory cells, it stores the contextual semantic data for dependencies in a long-
range context. The input, forget, and output gates of each LSTM unit are used to coor-
dinate and select the amount of information to hold, toss out, and proceed to the next
stage. Additionally, it makes the choice on when to open gates that allow or prevent
information from passing through the LSTM unit. Long-term memory in the hidden
layer can be used by LSTM as the input for the activation function. Review The LSTM
receives text data as input, and it categorizes the input category as output.
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Fig. 7. Graphical representation of BERT models’ output.

Fig. 8. Graphical representation of LSTM model

The main disadvantages of LSTM are that they take a lot longer to train than neural
networks and that they are not really bidirectional because the model learns from left to
right and right to left independently before concatenating the context.

Figure 8 illustrates how the LSTMmodel reveals that Omicron has received the most
positive tweets. And it demonstrated 94% accuracy, which is higher than that of other
models.

4 Results and Discussion

4.1 Evaluation Measure

The performance indicators that have been developed to gauge the results of the classifi-
cation algorithms are called evaluationmeasures. Using the training data sets, the built-in
model determines the class of unlabeled text (related to omicron and non-omicron) pos-
itive or negative tweets during the assessment phase. The prognostic the created model’s
performance can be assessed by using the following criteria.

Accuracy: gives the projected instances’ percentage of total instances. It counts all
instances that were appropriately categorized overall.

A = TP+ TNTP+ FP+ TN+ FN
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Precision: in the presence of false positive cases, Precision provides model accuracy.
As a result, themodel’s accuracy gives the overall incidence. Incidences of false positives
and the rejection of positive instances.

p = TPTP+ FP

Recall: is used to gauge accuracy and displays how well the model performs when
a false negative event occurs.

r = TPTP+ FN

F1- score: is a cumulative component that is tested to determine the overall influence
of recall and precision in order to determine the overall impact of false negative and false
positive instances across the entire accuracy.

f1 = 2(TP+ FP)+ (TP+ FN)TP

True Positive (TP): The frequency with which real positive values coincide with
predicted positive values.

False positive (FP): The number of times our model incorrectly interpreted negative
values as positives.

True Negative (TN): The frequency with which our actual negative values and
projected negative values coincide.

False Positive (FP): The number of times the model incorrectly interpreted negative
values as positives

A = TP+ TNTP+ FP+ TN+ FN

The actual and anticipated favorable tweets are displayed in Fig. 9 and it illustrates
the worth of TP, TN, FP, and FN.

Figure 10 illustrate that 0 represent positive tweets of omicron tweets accuracy and
1 represent negative omicron related tweets accuracy.

Fig. 9. Confusion matrix of analyzed tweets
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Fig. 10. Accuracy measure of omicron tweet dataset

Fig. 11. Word cloud of omicron tweets.

4.2 Data Visualization Using Word Cloud

The terms that frequently appear in the document are displayed using word clouds. The
output of the word cloud visualization for omicron tweets is shown below. A Word
Cloud, sometimes referred as a Label Cloud, is a pictorial display of text data in the
form of labels, which are typically single words whose value is indicated by their shape
and color. The more commonly a term appears in a text and the more relevant it is, the
greater and sharper it is.

The terms connected to the positive tweets of omicron label that appear the most are
described in Fig. 11. Examples of words like omicron, coronavirus, and variation that
are used frequently. The words are bolder and bigger in size it means the word most
related omicron.

4.3 Sentiment Analysis

Opinion mining is another term for sentiment analysis. It’s the method of assessing
various lines of information to determine whether they have a positive, negative, or
neutral emotional tone. Clearly define, sentiment analysis facilitates in determining an
author’s opinion toward a topic. Sentiment analysis software sorts writing into three
categories: positive, neutral, and negative.
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Fig. 12. Twitter Sentiment Analysis of positive and negative tweets

Figure 12 illustrates the sentiment analysis of tweets, which is shown in both positive
and negative form. Positive tweets account for 7.1% of total tweets, whereas negative
tweets account for 92.9%. The ratio of negative tweets is higher than the ratio of positive
tweets, with label 0 indicating negative tweets in blue and label 1 indicating positive
tweets in orange. The graph above illustrates that the ratio of negative tweets is the
highest.

5 Conclusion

In this experiment, the first step is to clean up all of the tweets and eliminate any hashtags,
URLs, special characters, and punctuation from the data. By using topic modelling to
identify the abstract topics from our vast corpus after cleaning the data. Then, using the
latent Dirichlet allocation (LDA) topic modelling algorithm, it displays Each document
has a variety of terms, and each topic also contains a variety of words that correspond to
it as well as specify their weight. On the basis of the words it contains, the LDA seeks
to identify subjects to which the document belongs.

In our work, by using principal component analysis (PCA) to reduce the dimen-
sionality of data. Based on their co-occurrences and weight, the most frequent words
in the omicron language have been compiled in this study. Following the collection of
tweets from the dataset, the initial stage is preprocessing, which helps to clean the tweets
and make them easier to interpret and analyses. Word embedding is used to display the
timing of word occurrences, and the glove represents the word’s vector representation.
And since the BERT transformer model is bidirectional, it enables readers to read our
content from both the left and the right.
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