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Abstract. Financial Crisis Prediction (FCP) is an important initiative to prevent
the outbreak of financial crisis in enterprises, which is significant to the safe oper-
ation and economic stability of enterprises. To improve the prediction accuracy
of the occurrence of corporate financial crisis, a financial crisis prediction model
based on the optimized support vector machine of the Grey Wolf Optimization
Algorithm is proposed. This paper firstly introduces the basic principles of SVM
and GWO; then proposes the SVM model based on the penalty parameters C and
g optimization; and finally compares the prediction performance of the environ-
mental protection industry by different machine learning methods, taking them
as examples. The results show that GWO- SVM can more accurately predict the
likelihood of corporate crises. As can be seen the model has high application
prospects.
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1 Introduction

Preventing and resolving major financial risks is an important part of the three major
battles. Under the new normal of continued global economic shocks and an increasingly
complex business environment, financial risks and business risks for enterprises continue
to rise. The environmental protection industry, as one of the seven strategic emerging
industries, will bring huge losses to investors and the country in case of a financial crisis.
Therefore, it has become a hot research topic to issue early warning before a financial
crisis occurs in an enterprise.

Corporate financial crises are highly uncertain, nonlinear, and catastrophic, and
research scholars have used variousmethods to study this problem, such as univariate sta-
tistical algorithm [1], conditional probability regression model [2], XGBoost algorithm
[3], Decision Tree model [4], Neural Network [5], etc. However, in the face of high-
dimensional and nonlinear financial crisis, a single model is more difficult to achieve
the desired prediction effect. The results of studies show that a reasonable combination
of models can significantly improve the prediction accuracy of the models.

Based on the existing research results, Support Vector Machine (SVM), which has
superior generalization ability for classification and high-dimensional problems, was
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selected as a prediction model [6]. When using SVM for enterprise FCP, its prediction
performance depends to a large extent on the selection of parameters. There are exist-
ing parameter optimization algorithms such as Genetic Algorithm [7], Particle Swarm
Optimization method [8] and Harris Hawk’s Optimization algorithm [9]. It has been
experimentally demonstrated that the GreyWolf Optimization Algorithm can obtain the
global optimal solution in a shorter time compared with the above optimization algo-
rithms, so Grey Wolf Optimization Algorithm is chosen to optimize the SVM model in
this paper.

2 Basic Theory

2.1 Principles of Support Vector Machine

SVM is a supervisedmachine learningmethodwith good robustness proposed byVapnik
et al. in 1995. The essence is to search for an optimal hyperplane that can classify the
samples efficiently. For linearly indistinguishable samples, SVM maps the samples to a
higher dimensional space through a nonlinear mapping �, which is transformed into a
linearly divisible problem in the new space, at this point the optimal hyperplane can be
found. As we can see this in Fig. 1.

When the sample X belongs to the d-dimensional real space and y is between -1 and
1, the optimal hyperplane problem can be solved as (1). Introducing the slack variable ξ

and ξi ≥ 0, the objective function is transformed into (2), where C is the penalty factor
for classification errors. Finally, Lagrange optimization is introduced to transform the
optimal hyperplane problem into a pairwise quadratic programming problem, at which
point the final optimal classification surface function is denoted as (3).

f (x) = wT · x + b (1)

min
1

2
‖w‖2 + C

∑l

i=1

(
ξ + ξ∗) (2)

f (x) = sgn
{∑n

i=1
αi · yi(x · xi) + b

}
(3)

As can be seen, the key to the SVM-based FCPmodel is to find the penalty parameters
C and g, so the internal parameters (C, g) are optimized using the GWO.

Fig. 1. Linear uncorrelated optimal hyperplane
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2.2 Principles of Grey Wolf Optimization

Grey Wolf Optimization (GWO) is a pack intelligence optimization algorithm proposed
by Mirjalil et al. to simulate the social hierarchy and hunting process of grey wolves.
As we can see in the Fig. 2, the basic idea is as follows: firstly, a pack of grey wolves is
randomly generated, and the pack is divided into four ranks according to the social hier-
archy, among which α, β and δ wolves are the first, second and third ranks respectively,
and ω belongs to the lowest rank; the hunting process is guided by α, β and δ , and ω

constantly updates its position according to these three grey wolves; finally, the hunting
of prey is realized by gradually shortening the distance from the prey. The optimization
process mainly includes three steps for encircling, hunting, and attacking.

2.2.1 Surrounding

The first step of hunting is to surround the prey, and the mathematical model of the
process is (4)–(7).

D = ∣∣C · Xp(t) − X (t)
∣∣ (4)

X (t + 1) = Xp(t) − A · D (5)

A = 2a · r1 − a (6)

C = 2 · r2 (7)

where t is the number of iterations; a is the convergence factor, which decreases from 2 to
0 as t increases; r1 and r2 take random values from 0 to 1; D denotes the distance between
the wolves and the prey; X(t + 1) is the wolves updating their position according to the
prey position and the distance from the prey.

2.2.2 Hunting

The second step of hunting is to hunt the prey. Assuming that α, β and δ is the global opti-
mal solution, ω wolves update their positions according to α, β, δ and keep approaching
the prey. The expression of wolf position update in this phase is (8) to (10), X(t + 1) is

Fig. 2. Grey Wolf Population Level Map
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the potential optimal solution after the update.

⎧
⎨

⎩

Dα = |C1 · Xα − X |
Dβ = ∣∣C2 · Xβ − X

∣∣
Dδ = |C3 · Xδ − X |

(8)

⎧
⎨

⎩

X1 = Xα − a1 · Dα

X2 = Xβ − a2 · Dβ

X3 = Xδ − a3 · Dδ

(9)

X(t+1) = X1 + X2 + X3

3
(10)

2.2.3 Attacking

The last step of hunting is attacking to achieve the prey. This is accomplished by the
decreasing convergence factor of a, and as the number of receptions increases a decrease
from 2 to 0. From (6), A is determined by a. When |A|> 1, the wolves expand the search
range to facilitate global search; when A < 1, the wolves keep getting closer to the prey
in the iterations and finally achieve the capture.

3 Build FCP Model Based on GWO-SVM

3.1 Design Model

After reviewing the existing literature, analyzing the existing FCP models and further
improving the parameters, A SVM financial crisis prediction model based on the opti-
mization of the Grey Wolf Optimization Algorithm is proposed. Its design features
are:

(1) With the good generalization ability of SVM,we can find the global optimal solution
in high-dimensional and nonlinear sample data faster and thus improve the prediction
ability of the model.

(2) The Grey Wolf Optimization Algorithm is used to perform a global search for the
penalty parameter C and the kernel parameter gamma of the SVM, and the optimal
solution is approximated by continuous iterations. Therefore, the GWO-SVMmodel
is used in this model.

3.2 Build FCP Model

The construction process of the FCP model based on GWO-SVM is shown in Fig. 3.
First, the collected data are divided into training and test sets and normalized. Secondly,
the training set is used for model training and the optimal parameters are found by the
Grey Wolf Optimization Algorithm. Finally, the optimized model is used to predict the
test set. The model was run using PYTHON 3.9 software.
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Fig. 3. Workflow of GWO-SVM prediction model

4 Model Selection and Data Processing

4.1 Data Source

The data used in this paper are from the CSMAR database, and the A-share listed
companies in the environmental protection industry from 2019 to 2021 are used as the
research object, and t-3, t-4, and t-5 going backward are identified as the crisis samples
based on whether they are ST or *ST in that year as the discriminant criteria. The control
samples were selected according to the principle of comparability, and finally obtained
40 samples for crisis companies and 59 control samples for normal companies.

4.2 Data Preprocessing

(1) When the number of missing values does not exceed 10% of the total number, the
mean value is used to fill in the missing values.

(2) Significance tests were performed on alternative indicators using SPSS 27.0.
Indicators that are more explanatory and representative were selected.

(3) The data is normalized before the neural network model is run, and the support
vector machine data needs to be normalized to improve the efficiency of training.

4.3 Model Selection

To verify the superiority of GWO-SVM, Decision Tree, Random Forest, Super Vector
Machine, Neural Network, and GWO-SVM are selected for comparison in this paper.
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Table 1. Comparison of FCP Results

model Accuracy Precision Recall F1

DT 65% 66.67% 60% 63.16%

NN 70% 75% 37.5% 50%

FR 75% 85.71% 60% 70.59%

SVM 85% 83% 70% 82.35%

GWO-SVM 90% 88.89% 88.89% 88.89%

Among them, theDTmodel combines k-fold cross-validation and normal grid search
to get the best parameter ccp_alpha of 0.121 for the model; FR controls the number of
trees within 500 and squares the feature variables to improve the accuracy; SVM model
selects the optimal rbf Gaussian kernel function by comparing the results of multiple
kernel functions, and also uses grid search to find the best parameter; builds a multilayer
neural network with early_stopping to prevent overfitting; the population size of the
GWO-SVM model is 20, the maximum number of iterations is 20, and the parameters
of the SVM range from 0.01 to 10.

5 Results and Analysis

Table 1 shows the comparison of accuracy, precision, recall, and F1 score of each model.
As can be seen indicators of the SVMmodel among the four singlemodels have improved
compared toDT (DecisionTree), RF (RandomForest), andNN (NeuralNetwork)model,
indicating that SVM (Support Vector Machine) is more effective in crisis prediction in
the environmental protection industry. Comparing the optimized SVMwith SVM results
using the Grey Wolf Optimization Algorithm, As can be seen that GWO- SVM is more
effective in prediction. In addition, GWO- SVM do well perform in recall rate, which
indicates that GWO- SVM is more capable of identifying crisis companies.

The ROC is used to measure the classification performance of the model, and the
closer the ROC curve is to the upper left corner, the better the performance of the model.
From Fig. 4, GWO-SVM has the highest classification accuracy relative to the other
models. Moreover, a combination of Fig. 5 and 6 shows that the GWO- SVM model
significantly reduces the prediction error rate of the model on both the training and
validation sets while improving the running speed. The results show that the Grey Wolf
Optimization Algorithm can indeed effectively improve the early warning capability for
the occurrence of financial crises in the environmental protection industry, thus making
the GWO-SVM have a strong fitting capability.
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Fig. 4. ROC Curves

Fig. 5. Comparison of Error Rate
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Fig. 6. Run Time Comparisons

6 Conclusions

To improve the accuracy of predicting the financial distress of listed companies in the
environmental protection industry, this paper establishes a FCP index systemwithmatch-
ing characteristics of the environmental protection industry and applies the Grey Wolf
Optimization Algorithm to the optimization of parameters C and gamma of the SVM
model. The empirical results show that the GWO-SVM model can predict the financial
distress of enterprises more accurately and has good application prospects.
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