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Abstract. Forecasting stock prices in capital markets holds great significance
for the economic development and social stability of a country, necessitating a
robust predictivemodel. This study presents a comprehensive comparison between
Long Short-Term Memory (LSTM) and Transformer neural network architec-
tures for predicting A-share stock prices in the Chinese capital market. Although
both LSTM and Transformer have demonstrated success in various applications,
research comparing their performance in stock price prediction remains limited. In
this paper, we employ both LSTM and Transformer models on daily and minute
frequency data to predict the closing prices of the Shanghai Composite Index.
Our findings indicate that although LSTM outperforms Transformer in terms of
Mean Absolute Error and Mean Squared Error, it tends to simplify the problem
by falling into the trap of autocorrelation. Conversely, Transformer learns unique
dependencies, demonstrating potential for capturing the internal relationships of
securities price changes. Our results suggest that Transformer is a more promising
model for stock price prediction, as its self-attentionmechanismmay provide valu-
able insights to investors, financial practitioners, and fund managers. This study
not only contributes to the existing literature on stock price prediction but also
serves as a foundation for future research in the Chinese capital market, benefiting
researchers and practitioners in finance, economics, and machine learning.
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1 Introduction

Stock price prediction is a crucial task for investors, traders, and fundmanagers as it holds
significant implications for personal financial decision-making. Since the establishment
of the securities market, various methods have been utilized to predict stock prices,
including technical analysis, fundamental analysis, and machine learning algorithms. In
recent years, the popularity of deep learning models such as Long Short-Term Memory
(LSTM) and Transformer, along with their outstanding performance in various domains,
has made them increasingly popular in stock price prediction.

LSTM, introduced by Hochreiter and Schmidhuber [1] in the 1990s, is a RNN with
gate units particularly suited for processing sequential data. They have been widely
applied in speech recognition, natural language processing, and time series prediction
[2]. Based on the gate units, LSTMs can capture long dependencies in data and make
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predictions based on patterns learned from historical data, which is particularly useful
for exploring the patterns of stock price movements.

On the other hand, the Transformer, a neural network architecture introduced by
Vaswani et al. in 2017 [3], is particularly suited for processing time-series data in a
parallel and scalable manner. Unlike LSTMs that process input data sequentially, Trans-
formers can process input data in parallel, thus, improving computational efficiency.
Transformer has shown better performance than LSTM in natural language processing
tasks such as machine translation and sentiment analysis [4]. Through multi-headed
self-attention, Transformer can capture deeper patterns in time-series data.

Despite the recent success of LSTM and Transformer in various applications,
researches comparing their performance in stock price prediction are still limited. Fur-
thermore, research on this topic in the context of the Chinese capital market is relatively
scarce compared to the rich research on price movements in Western markets. Given
the unique characteristics and challenges of the Chinese stock market, including market
volatility, information asymmetry, and regulatory policies, research on price movements
in the Chinese securities market is particularly important [5].

The results of this studywill provide valuable insights into the performance of LSTM
and Transformer in predicting stock prices within the Chinese capital market. This will
help us understand the advantages and disadvantages of thesemodels in forecasting stock
price fluctuations and offer a comparative analysis of their performance in the context of
theChinese capitalmarket. The findings of this researchwill be of interest to scholars and
practitioners in the fields of finance, economics, andmachine learning. Furthermore, this
study will lay the foundation for future research on stock price prediction in the Chinese
capital market.

2 Related Work

2.1 Stock Price in China

The topic of price research in securities markets has been popular for several decades. In
modern finance, Fama’s Efficient Market Hypothesis (EMH) [6] provides the theoretical
foundation for all currentmethods ofmodeling security prices. Fama’sweak-formEMH,
semi-strong form EMH, and strong-form EMH allow for more machine learning and
neural network algorithms to be used in predicting stock prices. In comparison to Fama’s
research on theUS securitiesmarket,Hung verified themarket efficiency of the Shenzhen
and Shanghai Stock Exchange AB shares through multiple variance ratio tests [7]. The
results indicate that the Shanghai Stock Exchange A shares are weakly efficient, whereas
the weak efficiency of the Shenzhen Stock Exchange AB shares and Shanghai Stock
ExchangeB shares does not hold.With scholars shifting their focus to behavioral finance,
Lo’sAdaptiveMarketHypothesis (AMH) [8] combines behavioral financewith theEMH
and studies the coexistence of rationality and irrationality in the market, as well as the
unfair pricing of securities in the US securities market, providing a better explanation for
the reasons behind abnormal fluctuations in security prices. On the basis of AMH, Lim
examined the effectiveness of the Chinese securities market by testing the problem of
false return caused by the autocorrelation of returns in the market [9]. These theoretical
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studies in finance lay the foundation for artificial intelligence methods to model security
market prices, and provide assistance in data processing and selection in this paper.

2.2 Deep Learning in Stock Prediction

Due to the presence of activation functions, deep learning algorithms have strongmodel-
ing capabilities with nonlinearity. LSTM and Transformer have demonstrated outstand-
ing performance in fields such as text recognition. These two models have powerful
modeling effects on data with sequential information, and can learn deep information
from sequential data. This is also the main reason for their application in complex time
series modeling problems such as stock price prediction. Lu et al. modeled and predicted
the Shanghai Composite Index using a CNN-LSTMmodel based on LSTM. Sunny et al.
also used bi-directional LSTM for Google stock price modeling [10]. Regarding the
application of these two models in stock price, Althelaya et al. compared the short-
term and long-term predictions of these two models on the Standard & Poor 500 Index
(S&P500) dataset, and found that BLSTM performs better than LSTM in both short-
term and long-term predictions with the same number of neurons [11]. Transformer has
become popular in direct modeling of time series in recent years. In order to solve the
problem of poor feature extraction ability of traditional RNN in high-noise stocks, Li &
Qian improved Transformer inspired by frequency decomposition, and achieved good
results in modeling and predicting the Shanghai-Shenzhen 300 Index [12]. Similarly,
Ding et al. improved the multi-head self-attention mechanism, enabling Transformer to
perform better in modeling the Nasdaq Index and A-shares [13].

Nowadays, many models derived from LSTM and Transformer have emerged, but
there is a lack of horizontal comparison of their basicmodels, which hinders the selection
of appropriate models for specific scenarios by relevant field workers. This paper will
provide a comparison of the two models on different dimensions to provide references
for relevant workers.

3 Methodology

In this study, we compared the performance of two deep learning models, LSTM and
Transformer, in modeling and predicting the time series data of A-share stock prices.

3.1 LSTM

The LSTM model is a type of recurrent neural network (RNN) designed for modeling
sequential data [1]. It utilizes gate units to control the flow of information, addressing
the issues of gradient explosion and gradient vanishing encountered in traditional RNNs.
Figure 1 demonstrates the basic structure of the LSTM. The LSTM architecture is com-
posed of input gates, forget gates, and output gates, which selectively allow or discard
information flow through the network. Through these gate units, the LSTM model can
better handle long sequence information and has a better memory effect for recurring
patterns. This is a crucial factor in exploring long-term dependencies in stock price
modeling using the LSTM model.
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Fig. 1. Framework of LSTM [1]

LSTM with deeper architectures can learn more complex relationships in the data
[14]. It is also essential to find the right balance between model complexity and perfor-
mance. So we adjust the number of stacked LSTM layers in our model to fit the datasets
with different size.

3.2 Transformer

The Transformer is a type of deep learning model designed specifically for handling
sequential data, such as that found in natural language processing tasks. Predicated on
a multi-head self-attention mechanism, the Transformer model allows each element in
the input sequence to interact with all other elements, thereby understanding their rela-
tionships more effectively and capturing richer temporal sequence information [3]. This
mechanism is visually represented in Fig. 2. The versatility and efficiency of Transformer
models have led to their extensive use in a variety of tasks, including but not limited to
machine translation, text classification, and language generation.

Unlike LSTM that processes data sequentially, the Transformer performs betterwhen
processing long sequence data. It can parallel process all data, thereby better capturing
long-range dependencies. Therefore, it has become a mainstream choice in natural lan-
guage processing tasks. In this study, we explore whether the Transformer can continue
to maintain its advantages in this type of modeling task by using stock price sequence
modeling.

3.3 Evaluation Metrics

There are many evaluation metrics to choose from when assessing the accuracy of
prediction results. We have chosen two common and concise evaluation metrics, MAE
and MSE. Through these two metrics, we can directly compare the accuracy of the
prediction results of two models.

MAE, as a measure of absolute error, pays more attention to the size of the difference
between the predicted value and the true value. It measures the average magnitude of
errors between the predicted values and the actual observed values, without considering
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Fig. 2. Multi-Head Attention [3]

the direction of the errors. In other words, MAE provides an estimate of how far the
predicted close prices are from the actual outcomes, on average. We can directly observe
the size of the difference between the actual stock price and the predicted value through
MAE. The formula to compute MAE is:

MAE =
∑n

i=1

∣
∣yi − yi

∧∣
∣

n
(1)

MSE, as a measure of squared error, it measures the average squared difference
between the predicted values and the actual observed values. By squaring the errors,
MSE emphasizes larger errors, making it sensitive to outliers or significant deviations
in predictions. The formula to compute MSE is:

MSE =
∑n

i=1

(
yi − yi

∧)2

n
(2)

For MAE, it does not emphasize large errors compared to other metrics like MSE.
Since MSE squares the errors, the metric can be more sensitive to outliers than other
metrics like Mean Absolute Error (MAE). Additionally, MSE is not as straightforward
to interpret as MAE, as its unit is squared compared to the original data. So we use these
two complementary metrics to evaluate the prediction results of LSTM and Transformer.

4 Experiments

4.1 Data Selection

According to the Adaptive Market Hypothesis (AMH), modeling market efficiency as
a variable is more suitable for A-share market conditions. However, currently there are
no accurate variables that can describe market efficiency, so we directly use A-share
volume-price data: opening price, closing price, highest price, lowest price, trading
volume, and turnover rate for fitting, hoping that LSTM and Transformer can find the
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relationship of efficiency changes from volume-price indicators. We chose the Shanghai
Stock Index as our dataset. The Shanghai Stock Index is a stock index composed of a
batch of stocks selected by the Shanghai Stock Exchange based on their large market
size, good liquidity, and strong representativeness. The Shanghai Stock Index is one of
the main reference indicators for the Chinese stock market, so we use it to measure the
overall performance and market trend of the Chinese stock market [15].

In order to improve the predictive capabilities of our models, the proper scale of
dataset is of necessity. In financial markets, technical analysis is an essential component
of traditional stock price prediction. Traditional technical analysis indicators based on
daily trading data, such as MACD and EMA, have been applied to stock price prediction
problems using machine learning algorithms like SVM [16]. However, M. Wu and X.
Diao [17] find that have found that technical analysis based on these indicators does
not yield significant predictive results in the Chinese capital market. To allow LSTM
and Transformer models to identify more accurate predictive signals compared to these
indicators, we first selected the 1-day frequency data of the Shanghai Stock Index as our
dataset.

While daily trading data provides long-term trends of stock price changes and lower
noise, high-frequency trading data has played an increasingly important role in stock
trading with the advancement of big data technology. In addition to displaying real-time
volume and price information, high-frequency data performs well in reflecting investor
sentiment and conducting risk assessment [18]. Consequently,we also employedminute-
level trading data of the Shanghai Stock Index as our dataset. Apart from providing
more detailed and accurate information, high-frequency data substantially increases the
dataset’s capacity, which is highly advantageous when training LSTM and Transformer
models. A larger and more diverse dataset ensures that the LSTM model learns from
various market conditions and scenarios, making it more robust and accurate in its
predictions [19]. In the case of the Transformer architecture, its attention mechanism
and multi-head self-attention allow it to capture long-range dependencies and intricate
correlations between features, thus making it well-suited for large-scale financial data
analysis [20]. Simultaneously, large-scale datasets can alleviate the overfitting problem
for LSTM and Transformer models [21]. Therefore, we also chose the 1-min frequency
data of the Shanghai Stock Index as another dataset for our study.

The dataset is divided into two categories: low-frequency daily trading data and
high-frequency minute-level data. The daily trading data spans from 2002/12/17 to
2022/12/17, while the minute-level data spans from 9:30 on 2019/12/23 to 15:00 on
2022/12/23.

4.2 Data Pre-processing

During the daily trading process, there is a period of collective bidding before the contin-
uous bidding phase, in which buy and sell orders are executed immediately if a matching
counterparty order is available at the specified price. During collective bidding, traders
submit their buy and sell orders, and the prices are not yet determined. At the end of
the collective bidding phase, the opening price of each stock is determined based on
the accumulated buy and sell orders. This opening price aims to maximize the trading
volume and minimize the price difference between buy and sell orders. In the Chinese
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Fig. 3. LSTM Prediction Under Daily Frequency Data

stock market, the collective bidding phase takes place before the market opens in the
morning. Although there is no transactions in non-trading period, the expectation of
the stocks may still changed. Indeed, the announcement of industry-related policies and
the broadcasting of crucial news generally occur during non-trading hours [22]. This
implies that all information from the end of the previous trading day to the opening of
the next trading day is reflected through the collective bidding process. The information
contained in this process is exceedingly diverse and complex, making it difficult for deep
learning models to capture. Therefore, we choose to remove the trading data within the
collective bidding period to prevent it from influencing the pattern learning during the
continuous bidding stage.

And then we standardized all data using the StandardScaler() in sklearn. Standard-
izationmakes the data easier to train because the data range is limited to a relatively small
interval, which helps the optimizer find the global optimal solution more quickly. This
is helpful for fitting stock prices that change over time and ensuring high computational
efficiency [23].

Furthermore, scaling can reduce the influence of outliers on the model. Although
irrational market behavior can cause prices to enter abnormal ranges, which is a constant
occurrence in the real financial world, we still want to obtain a universally applicable
model. Scaling can map outliers to a range closer to normal values, thus reducing their
impact on the model and improving its robustness.

Lastly, scaled data have better comparability because they arewithin the same numer-
ical range. This helps themodel better capture the relationship between different features,
thus improving the model’s accuracy.

5 Experiment Result

Through experiments, we employed LSTM and Vanilla Transformer to predict the clos-
ing price of the Shanghai Composite Index. The four figures presented in this study show
the performance of LSTM on the training and validation sets. Figure 3 and Fig. 5 exhibit
the prediction results of LSTM on daily and minute frequency data, respectively. From
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Fig. 4. Transformer Prediction Under Daily Frequency Data

Fig. 5. LSTM Prediction Under Minute Frequency Data

the graphs, it seems that LSTM captures long-term dependencies of stock prices very
well.

However, upon closer inspection, we found that LSTM suffers from a lag problem,
meaning that its prediction for the closing price at t + 1 is actually the closing price at
t. This problem is a common issue in sequential modeling of stock prices due to their
autocorrelation [24]. As LSTM aims to minimize the loss function, predicting the lagged
result becomes the easiest and most common choice. Thus, it appears that LSTM has
not learned the interdependencies among stock prices but rather took a shortcut. In this
situation, the impressive performance of LSTM in terms of MSE and MAE shown in
Table 1 seems to be of little significance.
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Fig. 6. Transformer Prediction Under Minute Frequency Data

Table 1. MAE and MSE of LSTM and Transformer in different frequency data

Daily Frequency Data Minute Frequency Data

Model Types MAE MAE MSE MSE

LSTM 0.04434045 0.00453911 0.00961478 0.00022005

Transformer 0.27439132 0.11555387 0.04452187 0.00365713

On the other hand, Fig. 4 and Fig. 6 illustrate the prediction results of Transformer
on the training and validation sets. Figure 4 and Fig. 6 present the prediction results
of Transformer on daily and minute frequency data, respectively. Observing the graphs
directly, we found that Transformer performs well on the training set, which is consis-
tent with its characteristic of being less prone to overfitting compared to LSTM [25].
However, its prediction results on the validation set are not very satisfactory.

Furthermore, we found that predicting with daily frequency data yields unfavorable
results as the trend of the index is opposite to the real movement trend. Nevertheless,
using minute-level data successfully predicted the trend of stock price movement. From
Table 1, we also observe that the Transformer model not performed better than LSTM
in terms of MAE and MSE on the minute frequency data.

Overall, unlike LSTM, Transformer does not simply lag behind the real prices by
one period for prediction. We could argue that Transformer has learned certain patterns
in the stock prices, although the results are not ideal. From the perspective of learning
dependencies, Transformer is a better choice.
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6 Conclusions

In this article, we compared the performance of LSTM and Transformer in A-share
stock price prediction. Based on intuitive performance evaluation, LSTM outperformed
Transformer. However, judging from whether the long-term relationships within the
sequence were learned, LSTM clearly simplified the problem and fell into the trap of
autocorrelation. In contrast, Transformer did not fall into the pattern of autocorrelation,
but instead learned a certain unique dependency. This indicates that Transformer has
the potential to learn the internal dependencies of securities price changes. Therefore,
we believe that Transformer is a more promising model, and based on its self-attention
mechanism, it is highly likely to provide some help to investors, financial practitioners,
and fund managers in studying stock prices.
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