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Abstract. Social recommender systems have become ubiquitous in our online
environment, but there are growing concerns that they narrow our horizons and
polarize our opinions. This paper proposes a new recommendation algorithm, k-
Surrounding Neighbors, based on the theory of weak ties, to increase the diversity
and novelty of recommendations. The proposed method discards some nearest
neighbors based on their similarity, giving more weight to less similar others,
which can provide fresh information and new experiences. Validation tests using
several metrics show that it significantly improves recommendation diversity and
novelty at a minor cost in precision.
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1 Introduction

The early days of the Internet promised a mind-expanding utopia, where we could freely
exchangenew ideas and contemplate other points of view.However, revelations involving
cyber-bullying, troll factories, and alternative facts raise concerns about the use of the
online space. We witness an alarming trend where people resist proper interactions with
the outside, and their opinions polarize [2, 7, 9]. This problem could be due, in part, to
the way we create and utilize our recommender systems.

Web platforms typically develop recommendation systems to predict consumer pref-
erences accurately and suggest the most relevant items. Social networks are harnessed
to check out the range of choices for us, reducing the options we need to review. The
rationale for this strategy is to reduce information overload, assuming that consumers
want to view movies, travel to places, and read books that others like them view, travel
to, and read. However, this convenient function shields us from serendipitous new expe-
riences or random discoveries, and our opinions and tastes become more solidified.
Some attempts towards recommendation novelty or diversity have proven successful at
increasing consumer satisfaction, [6] making it necessary to come up with potentially
better solutions.

Previous approaches tackled this problem with various methods, including graph-
based, [5, 10, 16] content-based [14] and model-based ones [1, 8]. Graph-based models
are both effective and intuitive, as they directly rely on similar users to provide new yet
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very relevant information [5]. Our proposed method builds upon this idea, suggesting
a simple modification to the original k-NN voting algorithm, which discards a certain
number of nearest neighbors based on the weak-tie theory. Many valuable contributions
come from people with whom we have limited connections, providing us with fresh
information that tends to be omitted ifwe only interactwith similar people [4]. Therefore,
the recommendation system should put more emphasis on less similar others to increase
the possibility of discovering new information.

In the following analysis, we describe our proposed method in detail and validate
its performance using several metrics, demonstrating that our model greatly extends the
diversity and novelty of the recommendation list, though at a minor cost in its precision.
This gap is negligible given the significant improvement in novelty, making this method
a viable strategy for replacing the traditional algorithm.

2 Related Work

This study relates closely to literature on the collaborative filtering algorithm [11]. The
basic type of collaborativefiltering uses amemory-based approachwhichdirectly utilizes
the ratings data to compute similarity and make recommendations. A typical example of
this approach averages the ratings of the most similar individuals to predict how much
the focal person will like that item. Another type of collaborative filtering is based on
latent models, such as singular value decomposition or Bayesian networks. Memory
based models are easier to implement but is less scalable than model-based approaches.
Since the goal of this study is to examine the effectiveness of weak-tie information, we
choose memory-based models as our starting point.

To date, there has been limited research that has focused on distinguishing between
strong and weak ties in recommendation settings, with only a few exceptions alluding
to this topic [5, 12, 13]. One example is to cluster users into overlapping groups based
on similarity and then assign a description of their tastes to each group [5]. Recom-
mendations are then produced based on neighboring groups with overlaps, rather than
the user’s own group. In contrast, our proposed method alleviates the need to explic-
itly segment users. Instead, we directly select the user’s group of ‘weak ties’ and apply
the collaborative filtering mechanism. We show that this simple method can provide
novel recommendations while maintaining a reasonable level of accuracy. Some other
researchers extended the Bayesian Personalized Ranking model to incorporate the dis-
tinction between strong and weak ties [12, 13]. Their method assumes that users have
preferences for both items and tie strength. While their method is model-based, our
modification to a memory-based approach can achieve the same objective with lower
requirement on computation.

This idea also relates broadly to the design of recommendation systems. Although
at present various recommendation systems have achieved success in many domains,
there is still a long way to go towards user satisfaction. Researchers have started to focus
on other aspects of a reliable recommendation algorithm, such as novelty, diversity,
and serendipity [1, 9]. These concepts are closely related and suggest that avoiding
narrow recommendations is generally preferable for user satisfaction. Users tend to
prefer recommendation lists that are broader and more diverse. Our model builds on this
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idea by proposing a new, simple recommendation method that achieves greater diversity
and novelty in recommendations.

Lastly, this study is also related to the theory of weak ties. A number of studies
have found that while close friends can provide support, those who are not as close are
more effective in providing novel information [4]. This idea has been applied in various
fields, including information dissemination, job search, and innovation. In the context of
recommendation systems, the theory of weak ties suggests that recommendations from
weakly connected individuals, such as acquaintances or strangers, could lead to more
diverse and novel recommendations. Our study builds upon this idea and proposes a
novel application of the theory of weak ties in the recommendation systems domain.

3 Proposed Method

Standard user-based collaborative filtering technique (i.e., with k-NN) averages the pref-
erences of the most similar individuals (concept illustrated in Fig. 1). Recommendations
are produced by sorting the inferred preferences for the focal user based on other similar
users. However, it causes two problems. First, given the high similarity among these
nearest neighbors, the system will constantly reinforce the focal user’s current interest.
Second, it is highly likely that the user is already aware of some missing items in the
system. Since the user is very similar to his closest neighbors, their knowledge should
be similar as well. The reason that we do not observe his/her rating for a specific item
is not that he/she is not aware, but probably he/she does not like it. Consequently, it is a
bad idea to still recommending these items to users.

Fig. 1. Traditional Method

One can easily see that a main cause of the above issues is that nearest neighbors
are too similar to the focal individual. Their salience renders the system susceptible to
several biases. Our proposedmethod directly tackles this issue. Realizing that ‘weak-tie’
friends are more effective in communicating new information, we modify the original
model so that we put more emphasis on individuals who are moderately close to our
target. Specifically, we discard certain number of nearest neighbors before averaging,
while include more people who were omitted in the traditional model because they were
far away. Themethod is depicted in Fig. 2. The exact number of discarded individuals and
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window length will be determined with training data, by balancing predictive accuracy
with the ability to recommend novel items.

Fig. 2. Proposed Method

4 Evaluation on the MovieLens Dataset

To validate our model, we follow the previous literature and test it on the MovieLens
Dataset. This dataset contains ratings from the MovieLens web site (movielens.org). It
is one of the stable benchmark datasets, which records one million ratings from 6000
users on 4000 movies until Feb. 2003. Besides its wide publicity as a standard research
dataset, another advantage of using movie related data is that this is a good setting for
our project, since users not only want to watch relevant movies but also desire to explore
more beyond what they are currently aware. Before evaluating the model, we randomly
picked 30% of the data as an independent testing sample.

4.1 Prediction Accuracy

Weconducted experiments by varying the number of discarded close neighbors andmod-
erately close individuals to analyze the performance of our proposed method in different
scenarios. The specification with 0 discards corresponds to the original k-NN method.
The results on prediction accuracy are shown in Fig. 3. It indicates that discarding some
nearest neighbors does have a slight negative impact on prediction accuracy compared
with unmodified k-NN, but this is not significant. Even after excluding the top 180
neighbors, the accuracy level only decreased by about 1%. Furthermore, the accuracy
steadily increases as we evaluate more than 600 individuals, which is a robust finding
that remains unchanged when shifting the window away from the center of similarity.

4.2 Intra-list Diversity

Diversity metrics measures the variety of items in the recommendation set.We define the
intra-list diversity for an individual u’s top-N recommendations list RN (u) as follows:

ILD@N = 1

|U | · N (N − 1)

∑
u

∑
i �=j∈RN (u)

(
1

sim(i, j)

)
(1)

http://movielens.org
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Fig. 3. Accuracy with Varying Window and Discarded Neighbors

Fig. 4. ILD@25 with Varying Window and Discarded Neighbors

which is the inverse of all pairwise similarities of the N items recommended averaged
across |U| personal lists [15, 17]. Throughout the analysis, we set N = 25 to reflect the
usual practice of real recommendation systems.

From the comparison in Fig. 4 we see that intra-list diversity tends to increase
with window length, though at a decreasing rate. Shifting the window outwards mod-
erately diversifies the recommended list. we see that intra-list diversity increased by
approximately 1% after excluding about 100 nearest neighbors from our analysis.

4.3 Novelty

Recommender systems sometimes suggest popular items that are too obvious to be of
much help. For instance, recommending a well-known movie like Titanic or Star Wars
may be accurate, but it adds little value since the user is likely already aware of it. To
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Fig. 5. NOVEL@25 with Varying Window and Discarded Neighbors

measure the system’s ability to offer truly novel recommendations, we use the following
formula [3]:

NOVEL@N = 1
|U |

U∑
u

RN (u)\PM
N . (2)

Here, PM represents a list of items recommended by a basic model assumed to have low
unexpectedness. We utilize the top 500 items with the highest number of ratings to form
the PM recommendation list. An item is considered novel if it does not belong to PM. A
higher NOVEL score indicates that the method is more successful in offering fresh and
new suggestions.

In Fig. 5, the results show a significant increase in novelty when discarding a certain
number of nearest neighbors. Excluding the top 90 neighbors results in a more than
2% increase in this metric compared to the baseline (unmodified k-NN). Additionally,
the plots demonstrate a concave shape, with the optimal window length at around 300,
regardless of neighbor exclusion. Including too many individuals introduces strong pop-
ularity bias, as evidenced by the obvious decline when the window length is higher than
400. These findings are noteworthy and suggest that the proposedmethod can effectively
increase novelty while avoiding popularity bias.

5 Conclusion

In this study, we propose a new recommendation method named ‘k-Surrounding Neigh-
bors’ to address some of the limitations of traditional collaborative filtering techniques.
The method discards some of the nearest neighbors to increase the diversity of recom-
mendations, based on the theory of weak ties. The experiment results showed that this
method improved recommendation variety and novelty, with a minimal decrease in pre-
dictive accuracy. However, further research is needed to compare its performance against
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model-based methods and to improve its scalability. Overall, the proposed method is a
promising solution to current recommendation system challenges.
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