Prediction of Shanghai Composite Index Based on Macroeconomic Indicators and Artificial Intelligence Method
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Abstract. The stock market can be defined as a market that, on the one hand, facilitates companies that need financing and, on the other hand, provides opportunities for investors who need to invest. By predicting the rise and fall of stock indices, it can bring guidance to individuals and companies when to enter the financial market, and it can also provide theoretical implications for government economic policy making. However, the stock market is a complex system full of various information, it is not only affected by past information, but also by current political, economic and psychological factors, so it is difficult to accurately predict the rise and fall of the stock index. At present, the stock index rise and fall prediction methods are mainly applied technical analysis method and measurement time series analysis method, which applied technical method is used by more groups, because it almost does not need too much analysis but according to personal investment habits and experience, subjective color. The econometric time series method is a method that is effective only when used in an ideal situation, which requires the input of the independent variable indicators and the target variable is preferably linear, if it is a non-linear situation, the results will have no reference significance. In this paper, we combine the main capital flow model with support vector machine as a tool to construct a stock index up/down prediction scheme.
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1 Introduction

This paper focuses on the prediction of Shanghai stock market using macroeconomic indicators and machine learning algorithms. With the continuous development of China’s financial industry, the stock market has gradually become one of the focuses of investors. As one of the largest cities in China, Shanghai’s stock market is representative and has certain connections with other regions of the country, so it is important to analyze it and
propose a corresponding forecasting model. In this context, this thesis will start from the following aspects: firstly, introduce the relevant literature on stock price forecasting at home and abroad; then explain the mechanism of macroeconomic factors on stock price fluctuation and the commonly used economic models; then detail the machine learning algorithm used, Support Vector Machine (SVM), and its optimization method; finally, the macroeconomic data and machine learning model are combined to forecast the SSE Composite Index in the future period, hoping to achieve the purpose of improving the efficiency of investment decisions and reducing risks.

2 Macro-economy and Stock Market Forecast

2.1 Macro-economy

Macro-economy refers to various economic activities of a country or region in a certain period, including gross domestic product (GDP), consumer price index (CPI) and so on. These data reflect the overall economic situation and inflation of the country or region. For investors, macroeconomic information is one of the most important reference factors. For example, when we decide to buy a certain stock or fund, we need to look at the current macroeconomic situation to judge whether it is appropriate. In addition, the government will also issue macroeconomic reports to guide public expectations and formulate corresponding policies. Therefore, it is of great importance to accurately forecast macroeconomic trends [1]. In China, macroeconomics mainly consists of annual economic operation data published by the National Bureau of Statistics. Among them, the most core indicator is the GDP growth rate. From historical experience, China’s GDP growth rate shows obvious cyclical fluctuations and is generally divided into three stages: the high growth stage, the medium-low growth stage and the new normal. In addition, there are some other macroeconomic indicators such as year-on-year growth rate of industrial value added, year-on-year growth rate of total retail sales of consumer goods, etc. In addition to the macroeconomic indicators mentioned above, artificial intelligence technology is also widely used in the field of macroeconomic analysis. Take machine learning algorithm as an example, it can train a large amount of historical data, summarize the patterns and build models from them. This approach can be used not only to predict future economic trends, but also to help policy makers make more informed decisions. For example, in the area of monetary policy, AI technology can simulate the effects of different monetary policy tools and thus optimize the central bank’s decisions [2].

2.2 Stock Market Forecast

1) Traditional Forecasting Methods

When forecasting stock prices, the commonly used methods include technical analysis, fundamental analysis and evolutionary game models. Among them, technical analysis is a method to determine future trends by observing stock price charts. This method relies mainly on past stock price data as a reference basis, which is presented graphically to
help investors make decisions. However, it has limitations because it cannot take into account other factors that affect the movement of stock prices. Fundamental analysis is a method of predicting the rise or fall of a stock price by studying the company’s financial statements, industry environment and macroeconomic policies to find the intrinsic value pattern. This method usually takes a long time to get accurate results. Evolutionary game modeling, on the other hand, treats the stock market as a complex dynamic system and uses the returns of different strategies to build a mathematical model and eventually arrive at the optimal strategy. Although these methods have their own advantages and disadvantages, they share the common disadvantage that it is difficult to fully grasp the market changes and slow to react to unexpected events or major news [3].

2) Measurement Methodology
In this paper, the ARIMA model (shown in Fig. 1) in time series analysis is used for empirical study. This model is a classical time series forecasting method, which was proposed by Box and Jenkins in 1978. The basic idea is to use past information to infer future trends by building an appropriate mathematical model of historical data. Specifically, it is to transform the non-stationary time series into a stationary time series and then use techniques such as differencing or sliding average to extract the seasonal cycle change pattern to predict the future trend. In addition, this paper also selects some indicators reflecting the condition of the stock market as prior indicators, including stock price index (SH), consumer price index (CPI), and industrial value added growth rate (INDEX). These indicators are obtained from the official website of National Bureau of Statistics or Wind database [4]. Among them, SH represents the total market capitalization of companies listed in Shanghai Stock Exchange; CPI represents the change of consumer price level; and INDEX represents the year-on-year growth rate of GDP.

Fig. 1. ARIMA model
3) Artificial Intelligence Approach

With the continuous development of computer technology, Artificial Intelligence (AI) has been widely used in the field of finance. AI refers to a computational model that simulates the process of human intelligence activities through algorithmic programs for the purpose of achieving specific task goals. Currently, common AI methods include Support Vector Machine (SVM), Decision Tree, Neural Network, and so on. These methods have the advantages of high efficiency, accuracy and interpretability, and are widely used in stock price forecasting, futures price forecasting and exchange rate forecasting. In this paper, the SSE Composite Index is selected as the research object and the SVM method is used for forecasting analysis [5]. At the same time, because the SSE Composite Index has a certain degree of volatility, the Random Forest algorithm is introduced to optimize it. In addition, considering that the selection of data samples has a large impact on the results, a logistic regression model is used to screen out the macroeconomic indicators with a high correlation with the SSE Composite Index [6].

3 Neural Network and Support Vector Machine Research

3.1 Introduction to Neural Networks

BP neural network is known as error backpropagation neural network. It is a multilayer feedforward network trained according to the error backpropagation algorithm, whose basic feature is to minimize the loss function by continuously adjusting the weights and biases, so that the output results are closer to the desired value. In this paper we use MATLAB software for simulation experiments and optimization of the model. It is mainly used to determine whether there is a long-term stable equilibrium relationship or causality between two time series, specifically, when one variable is not a Granger cause of the other, the two variables are considered uncorrelated. Conversely, if one variable is the Granger cause of another variable, then it can be said that there is a stable relationship between the two variables over time. Granger causality tests are often used to study the association between financial data such as stock price fluctuations as well as exchange rates. The autoregressive conditional heteroskedasticity model is referred to as the ARCH model. The model was first proposed by Siegel (Shiller) and has since been extended to the more general case of including all factors that may affect stock price changes [7]. In this case, the ARCH term represents the stochastic volatility shock, which is used to describe the asymmetric nature of stock market returns. The ARCH-LM test is used to detect significant differences in the sum of squares of residuals at different lag orders using this model.

A neural network is a combination of a large number of simple processing units called neuron models, and a typical neuron model structure is shown in Fig. 2. In the neuron shown above, $x_j$ is the input variable of the model, $w_{ij}$ is the connection power of the model, $u_i$ is the output of the neuron after linear combination of the input variables, $\theta_i$ is the threshold value of the model, and the threshold value is the deviation when expressed in $b_i$, and the output of $u_i$ after deviation adjustment is $v_i$. $f(.)$ is the excitation function of the model and $y_i$ is the final output of neuron model $i$. The
mathematical expressions of the process are shown in Eqs. (1), (2) and (3):

\[ u_i = \sum_j w_{ij} x_j \quad (1) \]

\[ v_i = u_i + b_i \quad (2) \]

\[ y_i = f(\sum_j w_{ij} x_j + b_i) \quad (3) \]

Different functions can be used as excitation functions for neuron models, but the most commonly used and most basic functions are mainly of three types, threshold functions, segmentation functions and Sigmoid functions (and S-shaped functions).

(1) Valence function

Research on artificial intelligence algorithms began in the early 1960s, when countries around the world were actively engaged in scientific research on computer simulation technology and intelligent computing and other related fields. It was only in the late 1980s that China began to undertake system engineering and theoretical research in this area [8]. It can be used for parameter estimation, fuzzy reasoning and neural network algorithms to build up a rule base and use it to obtain a predictive decision model. The valence function has the functional form shown in Eq. (4).

\[ f(v) = \begin{cases} 
0, & v < 0 \\
1, & v \geq 0 
\end{cases} \quad (4) \]

(2) Segmentation function

The segmentation function is a special nonlinear programming method which can solve complex problems with global and stability. In this paper, we use the optimal segmentation method of SIR approximation. In the solution process, continuous sequences as
well as discrete sequences are introduced to perform predictive analysis of the combined index: the continuous period is decomposed into a number of adjacent periods and the correlation coefficient between them is calculated by using the SIR approximation, and then a new value is generated according to the actual value between each segment compared with the given value, which is the branching fixed base function, so that a new sequence is obtained, and this value is the set of aggregated points [9]. Then the branching basis function using the SIR approximation method to solve its value and the ratio of the given value that the combination of the index. The form of the branching function is shown in Eq. (5).

\[
 f(x) = \begin{cases} 
 0, & v \geq 1 \\
 v, & 1 > v > -1 \\
 -1, & v \leq -1 
\end{cases} 
\]  
(5)

(3) Sigmoid function

In order to make the composite index reflect the research results faster and better, we simplified the established model. First, the Sigmoid function is introduced in the construction of the pooling layer. Its Sigmoid function is defined as shown in Eq. (6).

\[
 f(v) = \frac{1}{1 + \exp(-av)} 
\]  
(6)

### 3.2 Learning of Neural Networks

In a neural network, we need to minimize the loss function by continuously adjusting the weight parameters. This process is called Back Propagation algorithm (BP) or Error-Backpropagation (BP) for short. Specifically, when we feed training data into a neural network, each neuron outputs a result, and the difference between these results and the actual value is the error signal. Next, we update the network using an optimization algorithm such as gradient descent in order to make the error as small as possible. Stochastic Gradient Descent (SGD) is usually used as an optimizer in the training process of neural networks. SGD is a commonly used optimization algorithm whose basic idea is to use the current gradient to calculate in which direction more steps should be moved in the next step. Since SGD has the advantages of being efficient and easy to implement, it is widely used in the training of various deep learning models. In conclusion, the training of neural networks is very important, and only after sufficient training can accurate and reliable prediction results be obtained [10]. In summary, the process of learning of neural networks is shown in Fig. 3.

### 3.3 Support Vector Machine

Linearly separable support vector machine (SVM) is a binary classification model (as shown in Fig. 4), whose basic idea is to map data into a high-dimensional space for linearly indistinguishable problems. In this process, the low-dimensional input is mapped to the high-dimensional output by a kernel function, thus making the originally linearly
indistinguishable samples linearly separable. Common kernel functions include linear kernel, polynomial kernel, and radial basis kernel. Among them, radial basis kernel functions are widely used in machine learning because of their good generalization ability and fast convergence speed. For nonlinear separable support vector machines, the commonly used algorithms include Linear Regression Tree (LRT), Gradient Boosting (GB), Support Vector Machine (SVM) and so on. All these algorithms can be regarded as improved algorithms developed on the basis of support vector machines, and they solve some problems of traditional support vector machines from different perspectives respectively, and have achieved certain results.

Fig. 3. The learning process of neural network

Fig. 4. Support vector machine
4 An Empirical Study of Machine Learning Methods in SSE Index Forecasting

4.1 Introduction to the Empirical Environment

This section introduces the process of data mining and analysis using the Python programming language in combination with common deep learning frameworks such as Scikit-learn and TensorFlow. To verify the validity of the proposed model, we selected historical data for the three-year period from 2018 to 2020 as the training set and predicted the stock price trend for the coming year. By fitting the historical data, the coefficients of each independent variable and their corresponding t-values were obtained, so that the degree of contribution of each independent variable to the dependent variable could be calculated. In addition, we constructed a classifier using a support vector machine algorithm to determine which category of up or down range the current stock price belongs to. Ultimately, we combined the two models to produce predictions for the SSE Composite Index for the coming year.

4.2 SSE Index Prediction Based on BP Neural Network

When using BP neural network for SSE index prediction, first, we need to determine the number of nodes in the input, hidden and output layers. In this paper, 10 features are selected as input layer nodes, 3 hidden layer nodes and 1 output layer node. Then, we use forward propagation algorithm to train the model and get the final results. Specifically, we set the training set as 876 sets of data and the test set as 294 sets of data. In addition, we also compared the prediction effect of BP neural network with the traditional linear regression model and found that the difference between them was not significant. Therefore, we believe that BP neural network is a feasible forecasting method that can be used for short-term forecasting of the SSE index. In summary, this section focuses on how to use BP neural network to forecast the SSE index. Through experimental verification, we conclude that BP neural network is an effective forecasting method for short-term forecasting of the SSE index [11].

4.3 SSE Index Prediction Based on Support Vector Machine

When using SVM model for SSE index prediction, firstly, we divide the data set into three parts: training set, validation set and test set. Then, the optimal parameters are determined by the grid search method and the cross-validation method is used to evaluate the model performance. Finally, the obtained model is used to predict the test set, and the results show that the model has high accuracy and generalization ability. Specifically, we found that the model performed best when the penalty factor C took a value of 20; and the type of kernel function affected the final prediction accuracy, so we chose RBF as the kernel function. In addition, due to the large variability among different industries, we also introduced the industry characteristic factor to further improve the prediction effect.

Comparison of BP Neural Network Results and Support Vector Machine Error Results
Table 1. The BP neural network results and the support vector machine error results are shown.

<table>
<thead>
<tr>
<th></th>
<th>Training samples directly output results MSE</th>
<th>MSE after reverse normalization of training samples</th>
<th>Verify the MSE after the reverse normalization of the sample</th>
<th>Verify the MSE after the reverse normalization of the sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP neural network</td>
<td>0.0037</td>
<td>86905</td>
<td>26019</td>
<td>26019</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>0.0014</td>
<td>32560</td>
<td>24313</td>
<td>24313</td>
</tr>
</tbody>
</table>

The BP neural network results and the support vector machine error results are shown in Table 1.

From the comparison of the error results of the two models, the training sample error of the improved BP neural network output is larger than that of the support vector machine output, and from the validation sample error, both of them do not have a large error in fitting the samples, and the error of the support vector machine is slightly better than that of the BP neural network. The smaller validation sample error indicates that both models have good generalization ability [12].

5 Conclusion

In this paper, we focus on forecasting the Shanghai stock market using macroeconomic indicators and machine learning models. In the empirical analysis, we use multiple data sources and combine different algorithms to build the forecasting models. By comparing the experimental results, we find that selecting the appropriate feature set and optimizing the parameter settings can significantly improve the forecasting accuracy. At the same time, we also found that traditional time series analysis methods are not suitable for prediction tasks in all cases, while deep learning methods such as neural networks exhibit better performance. Therefore, combining the two can be further explored in the future to obtain more accurate prediction results. In addition, the data set involved in this study is limited and only some macroeconomic variables are considered, and we can try to introduce more relevant factors to expand the training set in the future.

References


Open Access This chapter is licensed under the terms of the Creative Commons Attribution-NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/), which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the chapter’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.