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Abstract. BP neural network enjoys popularity in the field of pre-warning of
financial risks, however, traditional BP network has problems like local minimum
and slow convergence rate. Therefore, a new kind of BP network is in need. The
GWO-BP network optimized by gray wolf algorithm becomes more popular and
after tests, it shows that the new network has higher accuracy rate in the pre-
warning of financial risks of water enterprises than the old one, which will fit the
pre-warning model better in the operation.
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1 Introduction

With the implementation of the “Water Ten Measures” (Action Plan for Water Pollution
Prevention and Control) throughout the country, the demand for comprehensive water
environment management continues to expand, and the policy orientation has directly
brought the injection of social funds, thus China’s water industry has maintained rapid
development. As one of themost important urban basic service industries, water industry
includes raw water collection and manufacturing, storage, transportation, water produc-
tion and sales, sewage equipment production and manufacturing, sewage collection,
discharge and treatment, sludge treatment and other links. Though water enterprises
have experienced a rapid expansion and enterprise scale expanding, part of them only
focus on the construction of the project, neglected the lack of budget control system,
investment projects with unreasonable and high financing costs, they have not yet to
establish a sound pre-warning mechanism of financial risks. In the long run, when the
macro environment changes drastically and the water industry faces the cold winter of
market, thewater enterprises that have not formed a pre-warning of financial risks system
will be difficult to deal with the operational risks leading to financial crisis.

At present, Chinese scholars have done some research on how to establish a pre-
warning of financial risks mechanism. Zhou Shouhua [1], etc. (1996) combined the
Z-score model with actual domestic situation, and established the F-score model to
effectively warn the potential financial risks that business may face. In the recent past,
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with the constant innovation of technology, the neural network model is increasingly
used in the field of pre-warning of financial risks. Yang Baoan [2], etc. (2001) first
put forward the idea of using BP neural network method to establish the financial crisis
discriminationmodel, and applied it to the prediction of enterprise financial crisis, which
can effectively avoid the influence of subjective factors of financial personnel, improving
the accuracy of pre-warning, and has practical significance in the pre-warning of financial
risks. However, traditional BP has problems such as small local formation and slow
convergence rate, and the training effect is poor in case of less training data.

Using grey Wolf optimization algorithm (Grey Wolf Optimizer, GWO) to optimize
BP neural network, with BP neural network weight and threshold as the grey Wolf
positioning information, and based on the greyWolf prey target positioning to constantly
update positioning results, will make the model convergence speed up and enhance the
accuracy, effectively avoid falling into local minimum, thus make the risk prediction
more quickly and accurate. As a result, this paper employs GWO-BP neural network to
give pre-warning of financial risks to water enterprises, which helps to improve accuracy
in prediction and promote the effective control of financial risks in water enterprises’
business activities.

2 Methodology

2.1 BP Neural Network

The BP neural network, also known as a multi-layer feed-forward neural network, is
well-known for its forward-propagating signals and backward-propagating errors. Its
concept was put forth by researchers led by Rumelhart and McCelland in 1986 and is
applied in many different industries.

The input, hidden, and output layers of a BP neural network make up its three-layer
processing structure. The number of nodes in the hidden layer of a BP neural network is
typically determined using the empirical formula, whereas the number of nodes in the
input and output layers of a BP neural network are determined.

However, there are still some defects in BP neural network, which shows that when
using the BP algorithm to train weights, the purpose is minimized loss function, so it is
simple to form the local minimum, resulting in different outputs. Therefore, at present,
BP neural network is often combined with algorithms such as PSO and grey Wolf to
optimize itself.

2.2 Grey Wolf Optimization Algorithm

The Grey Wolf Optimization Algorithm (Grey Wolf Optimizer, GWO) was named by
Mirjalili et al., scholars at Griffith University in Australia in 2014 [3], which refers to
the optimized search algorithm developed according to the characteristics of gray Wolf
hunting activities. In this process, the Wolf pack was divided into four grades from high
to low α, β, δ, and other gray wolf groups. These four grades correspond to the optimal,
suboptimal, third optimal and other feasible solutions of the algorithm. Algorithmic
mathematical model is written as [3]:

Dα = ∣
∣C · Xp(t) − X (t)

∣
∣ (1)
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X (t + 1) = Xp(t) − A · D (2)

where: D is the distance vector between individual gray wolves and the prey; t is the
number of iterations; Xp(t) is the position vector of prey; X(t) is the position vector of
individual gray wolves; A = 2a · r1−a, C = 2 · r2, r1, r2 is the random vector of module
[0,1]; a is the convergence factor, which decreases linearly from 2 to 0.

Grey wolf populations have the ability to identify the location of the prey and sur-
round them, which update the position vector of grey wolf individuals by calculating the
position vectors of α, β, and δ packs [3]:

Dα,β,δ = ∣
∣C1,2,3 · Xα,β,δ − X

∣
∣ (3)

where: X indicates the location of the current gray wolf individual; the distance from the
current gray wolf individual [5] α,β,δ correspond to the values of 1, 2, and 3 of random
vectors respectively.

X1,2,3 = Xα,β,δ − A1,2,3 · Dα,β,δ (4)

X(t + 1) = 1

3
(X1 + X2 + X3) (5)

Equation (5) represents the final position vector of individual gray wolves in this
round of update.

2.3 Improving the BP Neural Network with the Grey Wolf Algorithm

Based on the Grey wolf algorithm, traditional BP neural network has optimized itself
and formed GWO-BP algorithm. Due to the poor selection of the initial value of BP
neural network, the convergence rate is slow and easy to fall into the local minimum
[5]. The GWO-BP will change the problem by using its magnificent ability of overall
optimizing.

The specific steps to improving the BP neural network using the Grey Wolf
optimization algorithm are as follows [4]:

Step 1: Data preprocessing.
Normalize the financial index data of listed water companies.
Step 2: Construct the structure of the BP neural network.
Determine the structure of the predicted neural network, including the number of

input N0, hidden Nn, and output Nm layer nodes. The normality test and factor analysis
are used to analyze the initial index data set, and the cumulative contribution rate greater
than 75% and the eigenvalue above 1 are selected as the feature variables, and the
number of them was taken as the number of nodes in the input layer to predict the neural
network model. The number of N0 nodes is taken according to the empirical formula
Nn = √

N0 + Nm + a; the number of Nm nodes in the output layer is valued according
to the degree of financial risk.

Step 3: To set the GWO parameters.
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Determine the number of wolves in the Wolf pack K, the maximum number of
iterations T, the length d of the individual code of the weight and the threshold, and form
the dimension matrix (1 × d).

Step 4: To determine the pack location.
The location vector X(X1,X2, . . . ,Xk)Xi that produces the pack, which is the loca-

tion vector for each grey Wolf (i. e., individual code). The position vector of the initial
wolf pack is generated by formula (6) [4]:

Xi = lb + r × (ub − lb) (6)

In Eq. (6), X (the individual position vector of the gray Wolf) corresponds to the
weights w and thresholds b in the BP network. The length of the individual code of X is
the sum of the number of weights and thresholds, and r is the vector of random numbers
between [0, 1].

Step 5: Calculate the fitness.
The fitness function is determined by adding the absolute value of the error between

the predicted value and the actual output value, as in formula (7):

fit = R
(∑n

i=1
|Yi − Zi|

)

(7)

In Eq. (7), n is the number of nodes in the output layer; Yi is the actual financial risk
degree value of the i node, Zi is the predicted output value of the risk degree of the i
node, R is the constant coefficient.

Step 6: Update the fitness values of the gray wolf position vector in the pack.
Calculated the three best fitness wolf information from the first iteration and saved

as:

Gα = fitbest;Gβ = fitsecond;Gδ = fitthird (8)

In Eq. (8): the three position vectors fitbest,fitsecond,fitthird respectively represent the
highest fitness score in this iteration. After updating the position vector of the three
grey wolves with the best fitness, the new wolf position vector after the next iteration is
calculated by formula (7)–(8).

Step 7: Judge whether the optimization conditions are achieved.
Using the maximum expected error value ε, if the number of iterations does not reach

T and the error of the two adjacent training results is not less than ε, return to step 4;
otherwise, the optimal grey Wolf position vector is output Xα.

Step 8: Construct the GWO-BP neural network.
According to the α Wolf’s Xα, the optimized weights

(

w1,w2, . . . ,wp
)

and thresh-
olds

(

b1, b2, . . . , bq
)

are determined, and the BP neural network is assigned as the initial
weights and thresholds to complete the GWO-BP neural network construction.

Step 9: Financial risk degree prediction output.
The relevant data of the existing financial indicators are input into the GWO-BP

neural network model, and the output results are the predicted value of the financial risk
degree.
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3 Establishment and Analysis

3.1 Selection of Indicators

Based upon the results of previous researchers’ studies on the pre-warning model of
financial risks neural network, seven financial indicators, which are operating profit
per share, cash ratio, corporate cash flow, interest guarantee ratio, cash satisfaction
investment ratio and main business profit ratio, are selected to establish the financial
early warning system by factorial analysis. Using the net profit index for the years
2019–2021, the financial risk degree is divided into three risk degrees: low risk, medium
risk and high risk.

3.2 Data Preprocessing

All the sample data are from CSMAR database, and the financial data of 89 repre-
sentatively listed water enterprises in 2020 are selected. The data of these 89 water
enterprises in 2020 are randomly divided into 40 training groups and 49 test groups, as
a result, the test groups’ predictions are used to assess the financial warning model’s
prediction accuracy. Data need normalized pre-procession before inputting in order to
maintain the same metric scale, allowing the training neural network to converge faster.
The data normalization formula is:

yi = xi − avgxi
σi

3.3 GWO-BP’s Design

The model is configured as a fundamental three-layer BP neural network with input
layer, hidden layer, and output layer based on the accuracy of financial risk prediction.
The seven financial indicators chosen by factor analysis as being the most explanatory
of the company’s operating capacity make up the number of nodes in the input layer.
The output layer is 1 node, and the output results 1, 2 and 3 indicate the three conditions
of low risk, medium risk and high risk respectively. The hidden layer determines the
accuracy of the training. Too few layers will lead to poor training results, and too many
layers will lead to “overfitting”, so the 3–12 layers are selected according to the empirical
formula. After several times of training, it shows that the optimal hidden layer for BP
neural network is 10 layers, while for GWO-BP, the number is 12 layers. The weights
and thresholds are optimized by GWO. The learning rate has an optimization range of
[0, 0.01], while the optimization range of the number of iterations is an integer within
[1, 20].

3.4 Training and Verification of the Pre-warning Model

This paper trains and tests the risk pre-warning model of water enterprises through
MATLAB2018 to detect whether the model achieves the optimization effect. The BP
neural network and the GWO-BP neural network were trained using 40 sets of data
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Table 1. Prediction results of BP neural network and GWO-BPO neural network

(a) BP neural network (b) GWO-BP neural network

Low Risk Medium
Risk

High Risk Low
Risk

Medium
Risk

High Risk

Sample Size 43 3 3 43 3 3

Number of
Misclassifications

2 3 2 1 2 1

Judgment
Accuracy

95.34% 0% 33.3% 97.7% 33.3% 66.7%

Overall Accuracy 85.71% 91.84%

randomly selected before. Two sets of ideal network architectures, 7-10-1 and 7-12-1,
were identified after examining the convergence rate and training prediction accuracy
of each neural network. The test group is verified to test the prediction accuracy of the
model. The specific results of the testing sets are shown in Table 1.

Table 1 demonstrates that the prediction accuracy of the BP neural network based on
testing samples is 85.71%. It is still challenging to effectively predict medium risk and
high risk samples with huge errors, despite the BP neural network’s great fitting ability
and high fit to low risk data. The prediction accuracy of the GWO-BP neural network
based on testing samples is 91.84%. It can be seen that its ability to anticipate medium
and high financial risk has increased.

The comparison of the classic BP neural network’s findings with those of the GWO-
BP neural network algorithm reveals that the GWO-BP neural network has further
enhanced the local minimum, resulting in high training accuracy and superior training
outcomes.

4 Conclusion

Based on the BP neural network andGWO-BP neural network algorithm, seven financial
indicators representing five capabilities, such as profit and operation, are chosen to train
the data of water enterprises in 2020. Compared the prediction results of traditional BP
network and GWO-BP network with the real value of these water enterprises, GWO-BP
neural network algorithm can achieve the purpose of forecasting water listed companies
significant financial risk in actual scenario. Also, the results of the GWO-BP neural
network prediction algorithm’s enterprise financial risk prediction are more accurate
than those of the conventional BP neural network algorithm.
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