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Abstract. In recent years, theOlympicGames have been facedwith no country or
city to host the situation, mainly because of its events, the number of participants
and the scale of investment and other aspects of the host country’s ability to be
very high. In this paper, 68 indexes of 211 countries in the world such as economy,
infrastructure, international reputation and national quality are collected. After
dimensionality reduction of indexes by improved principal component analysis
method, eight effective principal components are obtained. Then, based on the
eight principal components, the decision tree model and ID3 algorithm are used
to evaluate the ability of 211 countries to host the Olympic Games, so as to provide
solutions for the future Olympic Games.

Keywords: Decision tree · Principal component analysis · Olympic Games ·
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1 Introduction

1.1 Background Introduction

Since the 1960s, the number of events, the number of participants and the scale of
investment in the Olympic Games have grown rapidly, but the sheer size of the Games
has made it unaffordable for host countries and cities, leading to a shift from enthusiasm
to apathy. The most urgent task is to come up with a new plan for the Games and raise
the profile of the Games. Therefore, this paper proposes a solution based on principal
component analysis and decision tree method.

1.2 Index Selection

Firstly, this paper collects various indicators that will affect the holding of the Olympic
Games. Based on the analysis of the experience of countries that successfully held
the Olympic Games in the past, it considers from the aspects of national economic
conditions, traffic conditions, industrial construction capacity, people’s education level,
national or city prestige, urban modernization degree, etc., to establish a complete and
sound, extensive and effective indicator data.
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On this basis, we collected a total of 68 indicators that may affect the holding of
Olympic Games in 211 countries in the world in the past 50 years, and divided them into
positive and negative categories to ensure that this index system can basically cover the
comprehensive situation of the whole country. They mainly include:

1.3 Latest Progress

There are two possible ways to deal with the current predicament of the Olympic Games.
Plan one: Both the Summer and Winter Games should have a fixed location. Such a
scheme would put enormous pressure on the host country, so we gradually increased the
index requirements on top of the cost of the existingOlympicGames, and found countries
that could withstand the pressure in the projection pursuit model. Plan Two: Divide the
Olympic Movement into four groups. The second plan should focus on the quality of
each country’s hosting of the Games, such as urban construction, temperature and other
factors. After adjusting the weights of some indicators, it is found that the number of
countries able to host the Olympic Games has increased significantly, indicating that
the second plan can reduce the cost of hosting the Olympic Games and increase the
enthusiasm of all countries to host the Olympic Games. We choose the most appropriate
way to host the Olympic Games according to the evaluation results of the projection
pursuit method (Table 1 and Fig. 1).

2 Principal Component Analysis Algorithm

Through the above data collection and preliminary analysis, it can be concluded that each
index has different impact values on the holding of the Olympic Games. Therefore, it is
necessary to screen and analyze the indicators in establishing the index analysis model,
and put forward the treatment of abnormal indicators or indicators with low impact [1].

It is necessary to solve the problem of increasing popularity of the Olympic Games,
that is, according to the collected data of various countries combined with comprehen-
sive condition analysis of the impact of the Olympic Games, and the use of principal
component analysis method to get more important indicators to put forward solutions.

Table 1. Primary index interpretation

Index system Indicator meaning

National economy Reflect the economic background of the country hosting the Olympic
Games

Urban construction Reflecting the ability to build Olympic sites and accommodate
visitors

Social culture Reflect the quality of residents and the acceptance of the Olympic
Games

Tourism situation Reflects the ability to accept foreign tourists

International reputation Reflect the country’s ability to promote the Olympic Games

Future development Reflect the ability to host the future Olympic Games
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Fig. 1. Evaluation index system

Reasons for choosing principal component analysis: It is necessary to process data
with many variables. There are a lot of variables and data, but there may be noise and
redundancy. Because some of these variables are related, one of them can be selected
from the relevant variables, or several variables can be integrated into one variable as a
representative. Use a few variables to represent all variables, to explain the problem to
be studied to achieve dimensionality reduction.

PCA can transform a group of possibly correlated variables into a group of linearly
unrelated variables through orthogonal transformation, which is called the principal
component. In order to analyze a problem comprehensively, many variables (or factors)
related to the problem are often presented, because each variable reflects some informa-
tion to varying degrees. The size of the information is usually measured in terms of the
sum of squares of deviation or variance [2].

In the data set, our data set is N-dimensional, with a total of m data
(x{1}, x{2}, ..., x{m}). The dimensionality of the m data is reduced from n dimension to k
dimension, hoping that the m K-dimension data set can represent the original data set
as much as possible. In order to avoid the loss of data from n dimension to k dimension,
the most suitable solution is obtained through the optimal solution distance in PCA.

Among the selected indicators, some of them belong to high quality indicators,
that is, the higher the value, the better the ideal value. In order to deal with the above
indicators with different properties and correctly reflect the comprehensive results of
different forces, it is necessary to do isochemotaxis treatment.

Assume that each index contains m numerical, xnew as a index with the data after
the chemotaxis, xmax is the maximum of the index, xmin to the minimum. There are
respective formulas for calculating indexes of different properties:
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(1) The following formula is adopted for the homochemotaxis of high performance
indicators:

xnew = xmax − xi
xmax − 0

, i = 1, 2, ...,m (1)

(2)The following formula is adopted for the homochemotaxis of lowoptimal indexes:

xnew = xi − xmin

xmax − 0
, i = 1, 2, ...,m (2)

Each index and country in the data set constitute matrix X, and X is standardized to
obtain the standardized matrix A:

X =

⎛
⎜⎜⎝

x11 x12 ... x1m
x21 x22 ... x2m
... ... ... ...

xn1 xn2 ... xnm

⎞
⎟⎟⎠ ⇒ A =

⎛
⎜⎜⎝

a11 a12 ... a19
a21 a22 ... a29
... ... ... ...

a1251 a1252 ... a1259

⎞
⎟⎟⎠

Improvement toPACmodel:There are twocases.Thefirst is that the distancebetween
sample points and this optimal position is close enough; the second explanation is that
the projection of sample points on this line can be separated as far as possible.

If K is extended from one dimension to any dimension, the criterion for dimension-
ality reduction is that the sample points are close enough to the hyperplane, or that the
projections of the sample points on the hyperplane can be separated as far as possible.
Based on the above two criteria, two extensions of PCA can be obtained, based on which
the optimized PAC model can be obtained:

Where: in the forward processing of data, the distance of the data is defined, and
the long distance optimum and short distance optimum are solved separately. The short
range solution is based on the minimum projection distance.

Let m n-dimensional data have been centered:

{x1, x2, ..., xm} →
m∑
i=1

xi = 0 (3)

The new coordinate system is obtained by projection: {w1,w2, ...,wm}.
Where w is the standard orthonormal set: ||w||2 = 1,wT

i wj = 0. Transforming the
data from n-dimensional to W-dimensional requires discarding some of the coordinates
in the new coordinates.

The projection of the sample points in the n-dimensional coordinate system is zi =
{z1, z2, ..., zm}T .

Where: zj = wT
j xi is the JTH dimensional coordinate of x in the low-dimensional

coordinate system.

Using zi to recover the original data xi, the recovered data xi =
w∑
j
xijwi =Wi

z is

obtained, where w is used as the orthogonal basis to form the matrix. Based on this idea,
considering the whole sample set, all the samples meeting the requirements are close
enough to this hyperplane, and the minimization equation is obtained:
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The formula is simplified to obtain:

m∑
i=1

‖xi − xi‖22 =
m∑
i=1

‖Wzi − xi‖22 = −tr(WTXX TW ) +
m∑
i=1

xiTxi (4)

xi = Wi
z and sum of squares expansion are used for simplification, and matrix

transformation formula is used: (AB)T = BTAT ,WTW = I and similar items are
merged in the simplification process.

It is worth noting that in the process of summation xi is the covariance matrix of the
data set collected by the Olympic Games, and each vector in W is an orthonormal basis.

argmin︸ ︷︷ ︸
W

−tr(WTXX TW ), S.T .WTW = I (5)

The derivative of the optimization model with respect to W has XX TW + λW = 0
to obtain: WTXX TW = λW .

In this way, it can be seen more clearly that W is the matrix composed of n eigen-
vectors of XX T , while A is the matrix composed of several eigenvalues of XX T , the
eigenvalues are on the main diagonal, and the rest are O. When we reduce the dataset
from n-dimension toW-dimension, we need to find the eigenvector corresponding to the
largest w eigenvalues. The matrix w of these W eigenvectors is the matrix we need. For
the original data set, the original data set can be reduced to the W-dimensional data set
with the minimum projection distance. The Olympic index processing model based on
improved PAC is obtained by using the above algorithmoptimization as an improvement.

Based on the maximum projection variance (similar to the solution of minimizing
distance): Suppose that m n-dimensional data have been centered, a new coordinate
system is obtained by projection, and a new coordinate system is obtained by projection,
where W is the standard orthogonal intersection: ||w||2 = 1,wT

i wj = 0.

⎧⎨
⎩

{x1, x2, ..., xm} →
m∑
i=1

xi = 0

{w1,w2, ...,wm}
(6)

After the optimization objective based on the minimum projection distance, it can be
found that it is exactly the same, as long as the negative number is minimized, otherwise
it is maximized, and the Lagrange function is used to obtain:

J (W ) = tr(WTXX TW + λ(WTW − 1)) (7)

Taking the derivative of W, we can get: XX TW = −λW .
As above, it can be seen thatW is the matrix of n eigenvectors of XX T , while (−λ) is

thematrix of a number of eigenvalues ofXX T , with the eigenvalues on themain diagonal
and O in the remaining positions [3].

When reducing the dataset from n-dimension to W-dimension, it is necessary to find
the eigenvector corresponding to the largest w eigenvalues. The matrix w composed of
W eigenvectors is the computational matrix.
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Fig. 2. Principal component analysis results

After optimization, the principal component analysis model is established to obtain
the following process:

The principal component of the m-dimensional matrix of sample X is the corre-
sponding matrix W of the first M eigenvalues of the covariance XX T of the sample set.
The PCA dimension reduction can be achieved by doing it for sample X (Fig. 2).

As for the proportion threshold of principal components that cannot be reduced
dimension, SPSS statistical software is used to show that some indicators have strong
correlation. If these indicators are directly used to grade countries, it will not only cause
too much computation, but also cause information overlap and affect the objectivity of
classification. Principal component analysis can convert multiple indicators into a few
unrelated comprehensive indicators to obtain the results of principal component analysis.

3 Evaluation Model Based on ID3 Decision Tree

Decision Tree is a common algorithm in machine learning. Based on tree structure,
decision tree directly simulates the decision-making process of human beings in real
life. The final classification results were obtained by ballot. The elements that make up
the decision tree are nodes and edges. The nodewill judge according to the characteristics
of the sample. The initial branch points are called root nodes, the rest are called child
nodes, and the nodes without branches are called leaf nodes. These nodes represent
the classification results of the sample. In general, a decision tree contains a root node,
several internal nodes and several leaves [4, 5].

Root node: Contains the full set of samples, and the path from the root node to each
leaf node corresponds to a decision test sequence.

Internal node: represents a feature and attribute. Each internal node is a judgment
condition and contains the set of data in the data set that satisfies all the conditions from
the root node to that node. According to the attribute test results of the internal node, the
data set corresponding to the internal node is divided into two or more child nodes.
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Leaf node: Represents a class that corresponds to the decision outcome. The leaf
node is the final category, and if the data is contained in that leaf node, it belongs to that
category.

At present, most decision tree models adopt univariate as the test attribute, which
will lead to problems such as large scale of the generated decision tree, difficult to
understand classification rules, repeated subtrees of the decision tree, and multiple tests
of some conditional attributes.

In this paper, multivariate test in the index system is used to construct an improved
decision tree to build an evaluation model [6, 7].

3.1 Decision Tree Model Based on ID3 Algorithm

ID3 algorithm is a descriptive attribute optimizationmethod based on entropy subtraction
theory. The attribute to be tested is the one with the highest information value in the
current sample set. The sample is divided into as many subsets as possible due to the
different values of the attributes to be tested, and new nodes corresponding to the sample
are added to the decision tree.

I(S1, S2, ..., Sm) = −
m∑
i=1

Pi log2(pi) (8)

where, pi is an arbitrary sample belonging to C probability; Use s/s to estimate. The
information is coded in binary, so the logarithmic function has a base of 2.

E(A) =
m∑
j=1

S1j, S2j, ..., Smj
S

I(S1j, S2j, ..., Smj) (9)

where, I(S1, S2, ..., Sm) = −
m∑
i=1

Pi log2(pi) = Sij/
∣∣Sj

∣∣ is taken as the JTH, which is the
probability that the sample belongs to Ci in sj. In this way, the information gain obtained
by using attribute A to divide the corresponding sample set of the current branch node
is:

Gain(A) = I(S1j + S2j + ...Smj) − E(A) (10)

Fig. 3. Decision tree evaluation results
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Fig. 4. Sensitivity test

Based on the information theory, ID3 algorithm uses the uncertainty of the sample
set after partitioning as a measure of the quality of sample subset partitioning, and uses
“information gain value” to measure the uncertainty – the greater the information gain
value, the smaller the uncertainty, which prompts us to find a good non-leaf node for
partitioning. Through ID3 algorithm, the information gain value of each influence factor
is calculated, and a decision tree of each influence factor is gradually established [8, 9].

4 Conclusion

The evaluation scores of 211 countries are solved in MATLAB:
The score value obtained is between 0 and 100. The closer the value is to 100, the

higher the degree of the evaluation unit is to the optimal level; otherwise, the worse it is.
At the same time, considering the possible errors, we make the upper and lower

limits of the score into consideration, so as to analyze the score results more intuitively
(Figs. 3 and 4).

We tested the sensitivity of the decision tree model by adjusting the data for each
country in the annex for the parameters of each indicator known in the data set.

It can be seen from the figure above that TOPSIS evaluationmodel has strong stability
[10].

It can be found that only the United States and China, with a decision tree score
above 80, are most capable of hosting the Olympics, followed by France, Britain, India,
Germany, Russia, Japan, Brazil and Australia.
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