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Abstract. This paper conducts named entity recognition research on electric cir-
cuits course knowledge, realizing entity extraction from unstructured text data in a
specific field, aiming to achieve the effective utilization of subject knowledge data.
This paper proposes a word embedding enhanced BiLSTM-CRF model. Feature
vectors based on the keyword dictionary of electric circuits course are constructed
to make better use of domain text information. Word embedding enhancement
includes two aspects. One is static feature vectors, which are composed of static
word embedding, POS feature vectors, and feature vectors combinedwith keyword
dictionary. The other is context word embedding, which uses an attention mech-
anism to fuse static feature vectors and context word embedding. Through com-
parative experiments and result analysis, the F1 score of the model with enhanced
word embedding has increased by 3.18%, proving the effectiveness of using static
feature vectors and contextual word embedding.

Keywords: electric circuits course · named entity recognition · feature vector ·
enhanced word embedding

1 Introduction

The aim of named entity recognition (NER) task is identifying the entities contained in
a given text data. It can effectively utilize unstructured text data, and its results can be
used in various downstream tasks, such as text segmentation, question answering, rela-
tionship extraction, etc. Currently, the Chinese public dataset for NER mainly includes
fields such as journalism, medicine and finance, while there is little research on other
vertical fields. In order to achieve the goal of educational digitization and improve the
quality of educational resources, NER of course knowledge text data can extract valuable
information from it, thereby making better use of data in the field of education.

The early use of NER tasks was based on manually defined rules or statistics. Neural
network models have become increasingly popular in named entity recognition tasks
in recent years, leading to significant improvements in recognition performance. The
commonly used models in research include CNN [1], RNN [2], LSTM [3], etc. Deep
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learning excels in acquiring strong semantic analysis capabilities through the use of
vector representation and neural network processing. Compared to linearmodels,models
that integrate deep learning possess the capacity to extract more intricate features from
data by leveraging nonlinear activation functions.

This paper mainly studies NER tasks in the field of electric circuits course. The
main purpose is to identify specific nouns in the text data of electric circuits course. This
paper proposes a word embedding enhanced BiLSTM-CRFmodel. For better utilization
of domain text data, we construct feature vectors based on the keyword dictionary of
electric circuits course. Additionally, static feature vectors are obtained by splicing static
word embedding and POS feature vectors. Finally, the fusion of static feature vectors
and word embedding containing context information use the attention model. Through
experimental comparison, the effectiveness of thismodel has been verified, and the effect
of the enhanced BiLSTM-CRF model with word embedding has been improved.

2 Methodology

This section uses some pre-trainedmodels to vectorize the input text, using part of speech
features, and also using domain corpus to construct a dictionary to extract some domain
related information of the input sequences. In addition, attention mechanisms are used
to fuse the above vector representation, then the modification of word embedding layer
is completed. For the above steps, Fig. 1 shows its specific technical route.

2.1 Static Feature Vectors

Static Word Embedding
This paper utilizes theWord2Vec [4]model to process input text sequences and generate a
vector representation of the input, resulting in lower dimensional vector representations.
The Word2Vec model is first trained using Chinese electric circuits course corpus, and
then the model is used to vectorize the Chinese input text sequences. The input sequence

Fig. 1. Vectors fusion method.
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is defined as X = {x1, x2, . . . , xn}, and the corresponding static word embedding is
Xw = {

xw1 , xw2 , . . . , xwn
}
.

Part of Speech Feature Vectors
For named entity recognition tasks, part of speech (POS) tagging can label nouns in
text, which is helpful for subsequent entity positioning and recognition. This paper uses
the Jieba tool to extract POS features. Firstly, it segments the input text to obtain a set
containing parts of speech andwords, and then extracts the corresponding parts of speech
sequence. The POS feature vector of the input sequence is X p = {

xp1, x
p
2, . . . , x

p
n
}
.

Feature Vectors Combine with Dictionary
In order to better utilize the field text corpus of electric circuits course, a keyword
dictionary is constructed based on the collected corpus. Combining the keyword dic-
tionary, the entity type sequence of the input sequence is obtained through the bidirec-
tional matching algorithm [5], and then the feature vector obtained by encoding it is
X d = {

xd1 , xd2 , . . . , xdn
}
.

2.2 Context Word Embedding

This paper uses the XLNet [6] pre-trained model to better represent the input text, which
is essentially an autoregressive language model. In order to overcome the disadvantage
that autoregressive language models cannot utilize both the above and the following
information, XLNet proposes the Permutation Language Model (PLM). By using this
strategy, it can obtainmore comprehensive contextual information and thus have a further
understanding of the semantics of the text. For the given input sequence, the context
word embedding of input sequence is obtained through the XLNet pre-trained model as
follows: X c = {

xc1, x
c
2, . . . , x

c
n

}
.

2.3 Vectors Fusion

Static Feature Vectors Fusion
Splice the static word embedding representation, POS feature vectors, and entity type
feature vectors combining dictionary to obtain a vector xfi = xwi ⊕ xpi ⊕ xdi .

Attention Model Fusion Vectors
Bymeans of training, the attentionmodel facilitates the identification of crucial segments
within input vectors, simplifying the input process and updating the weight matrix of
various input vectors. The attention mechanism assigns varied weights to distinct inputs,
enabling the discovery of significant portions of input data while streamlining the input
process. This paper uses feedforward attention model [7] to fuse static feature vectors
xfi and context word embedding xti .

The model determines the corresponding weights for the input vectors, and the
final output vector is the weighted average of all input vectors, as demonstrated by the
following Eqs. (1)–(3).

p
(
xfi

)
= σ

(
WT

2 tanh
(
WT

1 x
f
i + b1

)
+ b2

)
(1)
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p
(
xti

) = σ
(
WT

2 tanh
(
WT

1 x
t
i + b1

)
+ b2

)
(2)

W1 andW2 are learnableweight coefficients. The vector representation of the position
i character is represented as:

ei =
n∑

i=1

(
p
(
xfi

)
× xfi + p

(
xti

) × xti

)
(3)

2.4 Overall Model

The word embedding enhanced BiLSTM-CRF [8] model presented in this paper is
composed of three primary components, as illustrated in Fig. 2. The embedding layer is
utilized to convert the input text sequence into vector form. The BiLSTM layer serves
to encode the input vectors and obtain richer semantic information. When decoding the
output of the BiLSTM layer, this paper uses conditional random field (CRF) layer, which
solve the conditional probability sequence of each location tag, and obtain the final text
annotation output sequence.

For each position t, the BiLSTM layer calculates forward �ht and backward
←
h t rep-

resentations of sequence contexts. The final representation is obtained by concatenating

them: ht = �ht ⊕ ←
h t .

The output label sequence is modeled by CRF, which is represented as the product
of conditional probabilities. During prediction, decoding algorithms such as Viterbi
algorithm can be used to obtain the output sequence Y . The calculation equation for the
output label sequence Y = {y1, y2, . . . , yn} is as follows:

P(yi|X , y1, y2, . . . , yn) = P(yi|X , yi−1, yi+1) (4)

Fig. 2. Overall structure of the model.
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P(Y |X ) = 1

Z(x)
exp

⎧
⎨

⎩

∑

i,k

γk fk(yi−1, yi, x, i) +
∑

i,l

μlhl(yi, x, i)

⎫
⎬

⎭
(5)

Z(X ) =
∑

y

exp

⎧
⎨

⎩

∑

i,k

γk fk(yi−1, yi, x, i)

⎫
⎬

⎭
(6)

fk and hl represent the feature function, γk and μl are the corresponding weights of the
feature function.When the input sequence X is given, P(Y |X ) represents the conditional
probability distribution of the output sequence Y , and Eq. (5) normalizes it through
parameter Z(X ). Based on the conditional probability distribution P(Y |X ), using the
maximum likelihood estimation, the label sequence Ŷ can be obtained, which is shown
in Eq. (7):

Ŷ = argmaxP(Y |X ) (7)

3 Experiment and Analysis

3.1 Dataset

Before conducting the experiment, it is necessary to construct an electric circuits course
entity recognition dataset. This paper uses the open source data annotation tool doccano
[9], which adopts twomethods: manual annotation and semi-automatic annotation based
on the entity keyword dictionary. The final dataset has a total of 565 entities and a total
of 3265 pieces of data. The BIO (B-begin, I-inside, O-outside) labeling method is used.
There are five types of entities, namely, element, variable, law, method, and term.

3.2 Ablation Experiments

Three metrics, namely precision (P), recall (R), and F1 score, are employed to evaluate
the performance of named entity recognition models. The equations for computing these
metrics are as follows:P = TP

TP+FP , R = TP
TP+FN and F1 = 2 PR

P+R .
In the course of the experiment, the dataset is partitioned into ten segments, with a

training set, validation set, and test set in a 6:2:2 ratio. The specific comparison modules
are displayed in the first column of Table 1.The basic model is BiLSTM-CRF, “+feature”
indicating that only feature vectors are used, “+cemb” indicating that only word vectors
containing context information are used, and “+cemb + feature” indicating that all
vectors are fused. The results of the ablation experiments, as presented in Table 1,
indicate that the introduction of feature vectors enhances the F1 score of the basic
model by 1.83%, while the introduction of all vectors improves the F1 score by 3.18%.
In particular, the word vector with context information exhibits the most significant
improvement, primarily due to the dynamic pre-trained model’s capacity to augment the
representation of input text. In addition, the use of the fused feature vectors in the paper
also has a good promotion effect on named entity tasks, proving that POS and dictionary
features can help enhance the static word embedding vector representation.
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Table 1. Ablation experiment result

Models P(%) R(%) F1(%)

BiLSTM-CRF 80.64 82.07 81.35

+feature 84.03 82.35 83.18

+cemb 83.86 82.89 83.37

+cemb+feature 85.63 83.46 84.53

3.3 Comparative Experiments

In this section, various models, including BiLSTM-CRF, IDCNN-CRF [10], and BERT-
CRF [11], are selected for comparative experiments on the electric circuits course domain
dataset constructed in this study. The objective is to confirm the efficacy of the model
proposed in this paper.

IDCNN-CRF is a named entity recognition model that integrates an iterated dilated
CNN with conditional random fields. The iterated dilated CNN allows the model to
capture more contextual information compared to a basic CNN. On the other hand,
BERT-CRF is a named entity recognition model that utilizes a pre-trained language
representation model in combination with conditional random fields. The pre-trained
BERT model provides a more comprehensive representation of input text and a deeper
understanding of its semantics.

As shown in Table 2, the comparative experiments demonstrate that the word embed-
ding enhanced BiLSTM-CRF model achieves superior performance over other models
in the target dataset. Compared to the proposed model, the basic BiLSTM-CRF model
has a 4.99% lower accuracy. Additionally, the BERT-CRF model performs better than
the BiLSTM-CRF model, indicating that the mainstream BERT pre-trained language
model still has some effect on the target dataset. This is mainly due to the fact that the
pre-trained language model has a strong representation of input text and can learn more
text features. The word embedding enhancement in this paper integrates feature vectors
and context word embedding, and the effect is better than BERT-CRF. This indicates
that the fusion of POS features and domain dictionary information still has an effect. The
integration of feature vectors and contextual word embedding in the word embedding
enhancement of this paper resulted in the best F1 score, demonstrating the effectiveness
of the proposed model. What’s more, the fusion of POS features and domain dictionary
information had a positive impact.
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Table 2. Comparative results with other models

Model P(%) R(%) F1(%)

BiLSTM-CRF 80.64 82.07 81.35

IDCNN-CRF 81.58 82.51 82.04

BERT-CRF 84.63 83.89 84.26

Our Model 85.63 83.46 84.53

4 Conclusions

This paper carries out named entity recognition for electric circuits course knowledge and
proposes a word embedding enhanced BiLSTM-CRFmodel.Word embedding enhance-
ment includes two aspects. One is static feature vectors, which are composed of static
word embedding, POS feature vectors, and feature vectors combined with dictionary
information in the field of electric circuits course. The other is context word embed-
ding, which uses an attention mechanism to fuse static feature vectors and context word
embedding.

In this paper, a named entity recognition dataset was constructed in the domain
of electric circuits course knowledge, using the BIO annotation method and including
five types of entities. Subsequently, an experiment was conducted to evaluate named
entity recognition on this dataset. The results demonstrate that the word embedding
enhanced model outperforms other models, with an F1 score 3.18% higher than the
basic BiLSTM-CRF model, thereby verifying the effectiveness of the word embedding
enhancement.
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