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Abstract. This study investigates the application of large language models 
(LLMs) in disambiguating homonymous named entities in academic knowledge 
graphs. Current state-of-the-art methods rely on supervised learning techniques 
that often necessitate extensive annotated datasets, which may be scarce in spe-
cialized domains. For further exploration, we constructed an academic 
knowledge graph in the science and technology domain using publicly available 
data and extracted contrasting homonymous named entities from different pro-
jects to create a test dataset. We evaluated the performance of the ChatGPT 
model on this dataset using zero-shot, in-context, and chain-of-thought prompt-
ing strategies. The experimental results reveal that while LLMs achieve limited 
success in a zero-shot setting, chain-of-thought prompting can enhance their 
reasoning abilities. However, a performance gap persists when compared to su-
pervised learning methods specifically trained on the dataset. These findings 
suggest that LLMs, such as ChatGPT, present a promising direction for assist-
ing in knowledge graph construction for named entity disambiguation, particu-
larly when labeled data is scarce. The utilization of LLMs could be especially 
beneficial for domains lacking extensive annotated datasets, offering a competi-
tive alternative for disambiguating homonymous named entities. 

Keywords: Large language models; Named entity disambiguation; Academic 
knowledge graphs; ChatGPT; Chain-of-thought 

1 Introduction  

Disambiguating named entities with the same name is a critical challenge in con-
structing and organizing knowledge graphs, particularly in the domain of academic 
knowledge graphs. Named entities, such as companies, organizations, and individuals, 
often share common names, leading to ambiguity when distinguishing between dis-
tinct entities within a knowledge graph [1]. This issue is especially prevalent in aca-
demic knowledge graphs, where multiple researchers, institutions, or publications 
may bear the same name but represent distinct entities. Accurate disambiguation is 
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crucial for ensuring the reliability of information retrieval, data integration, and net-
work analysis in various applications [2]. 

Current state-of-the-art methods for disambiguating named entities primarily in-
volve measuring the similarity between entity nodes to distinguish them. These ap-
proaches often rely on supervised learning techniques using neural networks to model 
similarity. For example, Basile et al. proposed a deep recurrent network approach to 
resolve company name ambiguity by employing a Siamese Long Short-Term Memory 
(LSTM) network. This method extracts embeddings of company name strings in a 
relatively low-dimensional vector space through supervised learning. These embed-
dings can then be utilized to identify pairs of company names that represent the same 
entity [3]. Despite advancements in current methods for disambiguating named enti-
ties, the complexity of real-world heterogeneous data often results in performance 
limitations. Consequently, researchers have proposed leveraging human intelligence 
to enhance the disambiguation process. For instance, Ferreira et al. introduced 
"AuthCrowd," a crowdsourcing system designed to tackle author name disambigua-
tion and entity matching by decomposing tasks for crowd workers. Experimental 
results on a real-world dataset of publicly available papers published in peer-reviewed 
venues demonstrate the potential of this approach to improve author name disambigu-
ation [4]. 

Given the recent success of large-scale Language Models (LLMs), which have 
demonstrated human-like capabilities in various tasks [5], their potential application 
in constructing knowledge graphs has generated significant interest. LLMs can effi-
ciently perform tasks such as entity recognition, relation extraction, and fact verifica-
tion, thereby contributing to the automatic generation and enrichment of knowledge 
graphs [6]. In their roadmap for unifying LLMs and knowledge graphs, Pan et al. 
propose three general frameworks: KG-enhanced LLMs, LLM-augmented KGs, and 
synergized LLMs + KGs. These frameworks aim to leverage the strengths of both 
LLMs, like ChatGPT and GPT-4, and structured knowledge models like knowledge 
graphs, to enhance their capabilities and address their limitations. Recently, Peeters 
and Bizer (2023) investigated the use of ChatGPT for entity matching, demonstrating 
its competitiveness with traditional Transformer models. Their study showed that 
ChatGPT achieved a zero-shot performance of 82.35% F1 on a challenging matching 
task while also benefiting from in-context demonstrations and higher-level matching 
knowledge. These findings suggest that ChatGPT can significantly contribute to the 
efficiency and effectiveness of entity matching in knowledge graph construction [7]. 

Given the significance of disambiguating homonymous named entities in construct-
ing academic knowledge graphs and the frequent absence of accurate annotation data, 
we delve into the possibilities offered by Large Language Models (LLMs) to tackle 
this issue. Our inquiry focuses on determining if the extensive textual knowledge in-
herent in LLMs, combined with their contextual understanding and information extrac-
tion capabilities, can efficiently resolve named entity ambiguity without depending on 
copious labeled data. 
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2 Dataset Construction and Preprocessing 

In our study, we aim to construct an academic knowledge graph using publicly avail-
able research data. The data sources for the graph include research projects and talent 
information, with the primary data consisting of research project records. A signifi-
cant portion of the nodes in the constructed graph exhibit the challenge of homony-
mous named entity disambiguation, particularly for nodes representing researcher 
names. Each researcher's name in the research projects is accompanied by a unique 
identifier, allowing us to differentiate between individuals sharing the same name. We 
exploit this data to create a named entity disambiguation dataset to assess ChatGPT's 
performance on this specific task. 

The research project dataset comprises a total of 636,324 projects, involving 
50,997 unique PIs, encompassing 48,386 unique names. Out of these, 40,227 PIs 
share their names with at least one other PI, and the most frequently occurring PI 
name is shared by 262 distinct researchers. 

To evaluate the disambiguation capability of LLMs, we consider the scenario 
where the same name appears in different projects and assess whether it represents the 
same individual. The number of pairwise comparisons involving the same name ap-
pearing in distinct projects can be calculated using the combination formula, resulting 
in a substantial figure of 17,347,659 total comparisons for all names and projects. In 
practical applications, not all pairs require comparison; a project only needs to be 
compared with a well-matched project from a pool of same-named individuals. To 
assess LLMs' disambiguation ability, we randomly select 10,000 pairwise compari-
sons from the extensive pool to compose our test dataset. Among these 10,000 com-
parisons, 9,003 pairs involve the same named participant, while 997 pairs concern 
different individuals sharing the same name. To establish a performance baseline, we 
employ a supervised learning method, necessitating an additional 1,400 pairwise 
comparisons for training purposes. The data samples are presented in Table 1, while 
the data distribution can be observed in Table 2. 

Table 1. Sample of Named Entity Disambiguation Dataset for Research Projects 

Name excuOrganName 
plan
Year 

… Research 
Attribute 

research-
Field 

re-
search-
Type 

planA
mt 

isSame-
Person 

Guo 
Boche
ng 

Institute of Mate-
rials Science and 
Engineering 

2003 … Applied 
research 

Material 
technology 

Academ-
ic grant 

1,422,
000 

1 Institute of Mate-
rials Science and 
Engineering 

2002 … Applied 
research 

Material 
technology 

Academ-
ic grant 

1,048,
000 

Chen 
Zhife
ng 

Department of 
Animal Science, 
National Chung 
Hsing University 

2018 … Basic 
research 

Animal 
husbandry 
and veteri-
nary medi-
cine 

Coop-
erative 
research 

900,00
0 

0 
Department of 
Chinese Litera-
ture, Shixin 
University 

2019 … Basic 
research 

Chinese Academ-
ic subsi-
dy 

517,00
0 
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Table 2. Distribution of Named Entity Disambiguation Dataset for Research Projects 

Dataset Type # Pairs # Pos # Neg 

test 10000 9003 997 

training 1400 1262 138 

3 Methodology 

The previously constructed dataset consists of rows containing various pieces of in-
formation about each research project. As ChatGPT and similar language models 
primarily operate on textual data, it is essential to transform the tabular data into a 
human-readable format. For example, the column name 'excuOrganName' is adapted 
to 'Executing Organization Name,' and 'researchField' is converted to 'Research Field.' 
We concatenate the column names and values using the term 'is,' and separate indi-
vidual columns within the same row with commas. An example of a transformed row 
appears as follows:  "Executing Organization Name is Department of Information 
Engineering, University of Science and Technology, Plan English Name is The Study 
and Implementation of Agent-Based Hybrid Cloud Environment with QoS Dynamic 
Resource Allocation, Plan Year is 2010, Plan Start Date is February 1, 2010, Plan End 
Date is March 1, 2011, Plan Chinese Name is Implementation and Research of Agent-
Based Dynamic Resource Allocation with QoS on Hybrid Cloud, Research Category 
is Technology Development, Research Field is Information Engineering-- Hardware 
Engineering, Research Type is Academic Grant, Plan Title is Implementation and 
Research of Agent-Based Dynamic Resource Allocation with QoS on Hybrid Cloud, 
Plan Amount is 663,000." 

After transposing the projects into text, we submit the paired projects to the 
ChatGPT API for evaluation. The results are predominantly contingent upon the con-
structed prompt; consequently, we design a fundamental base prompt and incorporate 
In-Context Learning and Chain-of-thoughts for testing purposes. During the prompt 
testing phase, we observe that ChatGPT's results are highly susceptible to the influ-
ence of non-essential columns. As a result, we derive the most influential column 
rankings from the supervised learning baseline method and transmute the top three 
most pertinent columns into text for submission to ChatGPT as a comparison. 

In the subsequent subsections, we expound on the specifics of the Supervised 
Learning Method, Base Prompt, In-Context Learning, Chain-of-thoughts, and Column 
Selection approaches. 

3.1 Supervised Learning Method 

The current state-of-the-art approaches for named entity disambiguation predominant-
ly involve supervised learning methods that utilize neural network-based encodings. 
In the present study, we employ the Luotuo Embedding method as our encoding tech-
nique[8]. This generative text embedding model is distilled from the OpenAI API, 
offering a unique and powerful approach to capturing semantic information in textual 
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data. This model is meticulously trained by employing a combination of three distinct 
loss functions: (1) a distillation loss that harmonizes the model's embedding with that 
of OpenAI's, (2) a KL divergence loss that fosters coherence between the embeddings 
of interconnected textual data, and (3) a margin loss that mitigates the risk of the 
model mastering an excessively simplistic task. Experimental evidence demonstrates 
that their model achieves performance metrics that are on par with OpenAI's state-of-
the-art embedding model text-embedding-ada-002, across a diverse range of down-
stream applications including text visualization, search, and dialogue. After outlining 
the Luotuo Embedding method as our primary encoding technique, we employed two 
distinct approaches for encoding the data. The first approach, akin to ChatGPT, in-
volved converting the entire row of data into a single text segment for encoding. The 
second approach, on the other hand, focused on encoding each column of data indi-
vidually. This latter method proved to be more effective in extracting the distinct 
influences of different columns on the results within the labeled datasets. 

Upon vectorizing the data using these two encoding approaches, we proceeded to 
train a Random Forest model on the training set and evaluated its performance on the 
test set. The purpose of this step was to compare the results obtained from the Random 
Forest model with those achieved using ChatGPT. This comparison allowed us to as-
sess the effectiveness and validity of our chosen encoding techniques in the context of 
named entity disambiguation tasks. 

3.2 Base Prompt 

Prompt engineering is a crucial aspect of fine-tuning large-scale language models for 
specific tasks. It involves designing effective input queries or statements that enable 
the model to generate desired outputs[9]. Crafting well-structured prompts can signif-
icantly improve the performance of models like GPT-3, allowing them to produce 
more accurate and coherent responses. The careful consideration of the phrasing, 
context, and format of the prompt can greatly influence the model's understanding and 
response generation, leading to better task performance. 

In our task, we encountered several challenges due to the limited information pro-
vided to the large language model (LLM), which needed to return a definitive result. 
When directly providing project information and asking for a judgment, the LLM 
might indicate that more information is needed before making a decision. In cases 
where a clear result is required, the LLM is more likely to return an "uncertain" re-
sponse. Moreover, considering that the test set consists of 10,000 records, employing 
manual evaluation would be too labor-intensive. 

To address these issues, we explicitly requested the LLM to assess probabilities in 
the prompt, and then returned results based on the assessed probabilities. If the proba-
bility fell within the categories of "Very likely," "Highly probable," "Likely," "Proba-
ble," or "Possible," we returned a value of 1. If the probability was categorized as 
"Unlikely," "Improbable," "Highly improbable," "Very unlikely," or "Impossible," we 
returned a value of 0. The system content was phrased as follows: 'As a scientist, I 
need your expert opinion on two projects and a specific individual involved in them. ' 
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The user content was formulated as: 'Given the following information about two re-
search plans: 

{delimiter} 
**Plan 1:** {str(porject1)} 
**Plan 2:** {str(project2)} 
{delimiter} 
Based on the provided information, can we conclude that the person named 

{name} in both plans is the same individual, or are they two different people with the 
same name? please consider the possibility of in both plans is the same individual, 
Respond with 1 or 0:   

    0 - If the possibility is "Unlikely" or "Improbable" or "Highly improbable" or 
"Very unlikely"  or "Impossible". 

    1 - If the possibility is "Very likely" or "Highly probable" or "Likely" or "Proba-
ble" or "Possible". 

Output a single character.' 
Using the aforementioned prompt structure, we were able to ensure that the LLM 

consistently generated output in the form of either 1 or 0 as the final result. This de-
sign effectively streamlined the response generation process, enabling the model to 
produce clear and definitive answers based on the assessed probabilities.  

3.3 In-Context Learning 

In-Context Learning is an essential technique employed by large-scale language mod-
els to adapt their understanding and responses to the given context. This learning 
paradigm allows models, such as GPT-3, to leverage the contextual information em-
bedded in a sequence of tokens and make accurate predictions based on the surround-
ing text[5]. In-Context Learning plays a vital role in enhancing the performance of 
language models for various tasks, including question-answering, sentiment analysis, 
and summarization, by providing them with the necessary context for generating more 
coherent and contextually relevant responses.  

In our task, we provide judgment examples in the prompt. However, due to the 
maximum token length of GPT-3.5 being 4097 and the average token count of our 
project information being around 400, we cannot provide too many examples. There-
fore, we have randomly selected two positive examples and two negative examples 
from our training set to serve as prompts. The format is to add the following before 
the user content: 

'For example： 
{Two plan information as in Base Prompt} 
**Result:**The names of the persons in charge of the two plans are both ***, they 

are the same person.     
{Two plan information as in Base Prompt} 
**Result:**The names of the persons in charge of the two plans are both ***, but 

they are different people . ' 
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3.4 Chain-of-thought 

In recent research, Wei et al. proposed an innovative method called Chain-of-Thought 
Prompting to enhance the reasoning capabilities of large language models. This ap-
proach revolves around generating a chain of thought, which consists of intermediate 
natural language reasoning steps that ultimately lead to the final output. By incorpo-
rating a few chain of thought demonstrations as exemplars in the prompting process, 
the authors demonstrated that this technique significantly improves the performance 
of language models on various arithmetic, commonsense, and symbolic reasoning 
tasks. Notably, Chain-of-Thought Prompting outperforms standard prompting meth-
ods and achieves state-of-the-art accuracy on benchmarks such as the GSM8K math 
word problems. This method offers a promising avenue for unlocking the full poten-
tial of large language models in reasoning tasks, while also providing an interpretable 
window into their behavior[10]. 

In our task, considering that we do not have a precise understanding of the impact 
of each column on the results, we aim to avoid potential biases from flawed thought 
processes. To achieve this, we simply add a sentence after the question: "Let's do it 
step by step." Experimental results reveal that adding this sentence may lead to more 
concise reasoning steps when we only require the final response to be 1 or 0. Conse-
quently, we have removed the requirement for a specific response format from the 
prompt and shifted to using multi-turn dialogues. After receiving the reasoning result, 
we request ChatGPT to summarize the outcome as 1 or 0, akin to the basic prompt. 
Although this approach significantly increases token consumption, empirical evidence 
indicates that it effectively utilizes the Chain-of-Thought reasoning process. 

3.5 Column Selection 

Considering that when only returning 1 and 0 as results, it is evident that ChatGPT 
can be easily influenced by variations in columns that have minimal impact on the 
actual outcome. Without the effect of the Chain-of-Thought, the model may lack the 
complex reasoning ability to accurately distinguish between the effects of important 
columns and those of less significant ones. Therefore, we decided to leverage the 
results of supervised learning to obtain the importance ranking of the columns and 
then experiment with providing only the important columns to ChatGPT. 

We used code to visualize the feature importances of a trained Random Forest 
classifier. The process involved extracting the feature importances from the classifier 
and sorting them in descending order. This visualization is useful for understanding 
the relative importance of each feature in the model, which can aid in feature selection 
and model interpretation in the context of the research. The results are shown in Fig. 
1. It is clear that the impact of the first four columns is far greater than that of the 
subsequent columns. Considering that the influence of 'Plan Chinese Name' and 'Plan 
English Name' might overlap, we selected 'Executing Organization Name', 'Plan Chi-
nese Name', and 'Research Field' as the columns. We then conducted experiments 
using the Base Prompt, In-Context Learning, and Chain-of-Thought approaches, fol-
lowing the methods previously described. 
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Fig. 1. Feature Importance Ranking 

4 Experimental Results 

We conducted experiments using OpenAI's gpt-3.5-turbo-0613 model, setting the 
temperature parameter to 0 to obtain deterministic responses. The API rate limits for 
RPM were 3,500 and TPM were 90,000. During the experiment, the RPM limit was 
not reached, but the TPM limit was occasionally hit. The call duration was affected by 
the number of tokens, with Base Prompt and In-Context Learning experiments com-
pleted within a day, while Chain-of-Thought experiments required more than three 
days due to longer responses and two-turn dialogues. We will now discuss the exper-
imental results and subsequent analysis. 

4.1 Results 

The disambiguation problem of named entities with the same name differs slightly 
from other issues like entity matching, as it requires considering not only the preci-
sion of positive examples but also that of negative ones. We used macro precision, 
macro recall, and macro F1 to evaluate the performance of the methods, along with 
the average cost of calling the API. Costs were calculated based on the number of 
tokens: input pricing was $0.0015 per 1K tokens, and output pricing was $0.002 per 
1K tokens. The results are shown in Table 3. 
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Table 3. Experimental results and associated costs 

Method 

Results 

Macro 
P 

Macro 
R 

Macro 
F1 ΔF1 

Cost(¢) 
Per 
pair 

Cost 
Increase 

cost 
increase 
per ΔF1 

ChatGPT-zeroshot 54.91 62.87 52.59 - 0.13 - - 
ChatGPT-in-content 56.28 67.45 53.15 0.56 0.51 304% 542% 
ChatGPT-think-chain 66.35 82.36 69.84 17.25 0.33 163% 9.46% 
Select-zeroshot 85.23 58.75 62.53 9.94 0.06 -54% -5.52% 
Select- in-content 64.06 79.18 66.79 14.20 0.22 73% 5.14% 
Select- think-chain 65.41 76.81 68.52 15.94 0.21 68% 4.28% 
Embeddings-rf 69.12 68.44 68.77 16.18 - - - 
Multi-embeddings-rf 87.49 79.90 83.16 30.57 - - - 

 

4.2 Discussion 

From the experimental results, it can be seen that the performance of ChatGPT using 
zero-shot and requiring direct return of results is very limited, clearly affected by the 
interference of columns with little impact on the results. Even when using In-Context 
Learning to increase example prompts, the performance only shows a slight im-
provement. The significant performance improvement after using only important 
columns indicates that providing a large amount of information in the case of direct 
return does not help the model make more accurate judgments. 

A substantial performance improvement was observed when using the Chain-of-
Thought approach, suggesting that tasks requiring reasoning abilities indeed achieve 
better results with this method. Comparing the supervised learning results of random 
forests after row vectorization, the performance of the Chain-of-Thought approach is 
slightly better, indicating that it can indeed make accurate judgments based on textual 
information. However, there is still a gap compared to the performance of supervised 
learning using random forests with column vectorization. This difference may arise 
from various factors, including the data's inherent characteristics, the model's lan-
guage understanding, and its ability to reason about specific domain knowledge. In 
the case of the data itself, the impact of each label on the result is specific and may 
exhibit complex relationships. For example, when using logistic regression for super-
vised learning, specific weights can be learned for each label, which heavily depend 
on the dataset's characteristics. This nuanced understanding of the data is challenging 
for ChatGPT to capture, as it is trained on general-purpose corpora and might not 
have exposure to the specific domain or dataset. 

Furthermore, while ChatGPT has shown remarkable performance in various natu-
ral language understanding tasks, its reasoning capabilities in specialized domains 
might still be limited compared to supervised learning models explicitly trained on 
those domains. Despite this, considering the relatively low cost of each comparison 
using the Chain-of-Thought approach, it remains a competitive alternative in situa-
tions where labeled data is scarce. 
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5 Conclusion 

In this study, we explored the potential of leveraging large language models (LLMs) 
to disambiguate homonymous named entities in academic knowledge graphs. The 
experimental results demonstrate that while models like ChatGPT show promise in 
this task, their performance is still limited compared to supervised learning methods. 
The Chain-of-Thought prompting approach was shown to improve ChatGPT's reason-
ing abilities, allowing it to surpass supervised learning methods that use entire lines of 
text. However, there still exists a performance gap compared to models trained specif-
ically on the dataset using structured data. The main factors contributing to this per-
formance gap include:  

(1) The data's inherent complexity and specific characteristics which are difficult 
for general-purpose LLMs to capture.  

(2) The LLMs' limited understanding of the domain and exposure to similar data.  
(3) The LLMs' relatively restricted reasoning capabilities in specialized domains 

compared to models explicitly trained on those domains. 
Overall, while LLMs exhibit some success in tasks requiring zero-shot or few-shot 

learning, their performance is still constrained for complex reasoning problems that 
benefit from explicit training on nuanced data. Further research into enhancing LLMs' 
domain-specific knowledge and training them jointly with specialized knowledge 
graphs may help bridge the current performance gap. Nevertheless, LLMs represent a 
promising direction for assisting in knowledge graph construction, particularly for 
tasks requiring common-sense or textual reasoning, or in situations where labeled data 
is scarce, making them a competitive choice.  
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